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ABOUT THE AUTHORS

David Boyle has 25 years of experience developing audience intelligence and strategy capabilities
that changed the culture and economics of some of the world’s most prestigious brands. David

runs Audience Strategies, an agency that empowers brands to use language model language

models alongside deep audience understanding to transform decision-making, fuelling growth

while making the journey more effective, efficient, and fun.

Simon Jacobs brings a wealth of experience in the music, television, and retail industries, Simon
has a strong background in performance measurement and segmentation. Simon oversaw insight
and reporting at BBC Studios, contributing to the success of renowned brands like Doctor Who,

Top Gear, and BBC Earth. He’s a co-founder at Audience Strategies.

ABOUT PROMPT

PROMPT: is a collective of experienced professionals brought together by Audience Strategies
with a shared mission: to empower individuals and organisations to harness the transformative
potential of large language models like ChatGPT. We bring together decades of expertise across

a wide range of industries, from consumer goods and media to entertainment and beyond.

We believe that language models enable a seismic shift in how we work, create, and innovate.
Used effectively, these tools can help us to achieve more than we ever thought possible - to work
better, quicker, and happier. However, we also recognise that unlocking this potential requires

more than just a list of great prompts; it demands a fundamental shift in mindset and approach.

That's why we've developed the "PROMPT mindset" - a philosophy that combines the courage to
explore uncharted territories with a commitment to measurable outcomes, leveraging language
models as a powerful multiplier to human proficiency, rather than a substitute for it. Through
our books, training sessions, webinars, and consulting engagements, we equip people with the

frameworks, strategies, and hands-on experience they need to put this mindset into practice.

Our work spans industries and domains, from marketing and consumer research to product
innovation and beyond. We've partnered with many of the world's biggest companies to drive
transformative change, re-imagining processes, upskilling teams, and pioneering new ways of
working with language models. Whether it's using language models to supercharge market

research, crafting compelling content at scale, or to ideate ground-breaking new products, we've
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seen first-hand the game-changing impact these tools can have when wielded with skill and

vision.

At Audience Strategies, we're not just theorising about the potential of generative Al - we're
living it every day, in the trenches with our clients and partners. Our books distil the very best of
these insights and experiences into actionable guidance that you can put to work immediately.
But our mission extends beyond the page. Through our training programs, we help teams develop
the hands-on skills and confidence to make language models a seamless part of their workflows.
Our webinars and events create forums for knowledge-sharing and community-building among
practitioners. And our consulting services provide bespoke support to guide organisations

through every stage of their language model journey.

Ultimately, our goal is to be a catalyst and companion on your path to language model mastery -
to help you not just navigate this new frontier, but to blaze new trails. We invite you to join us
on this exciting journey, and to experience for yourself the transformative power of language
models to elevate your work and expand your potential. Welcome to PROMPT: - let's explore

what's possible together.

Reach us at enquiries@prompt.mba
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FOREWORD BY BRIAN SAMPSEL

Director of Analytics, OhioHealth | ITA Expert Member & Advisor

Entering the workforce in the early 2000s, I witnessed analytics emerge from infancy. As a
consultant, convincing organizations of its value was a constant task. It's now hard to believe that

those discussions were needed.

As a practitioner in those early days, my essential tools were the Professional SAS Programmer’s
Pocket Reference and the CRISP-DM diagram. Those were constant references as we were far
from teaching analytics as a discipline. The knowledge and methodologies we now take for

granted were then piecemeal and evolving.

Analytics and data science, though relatively young, have seen rapid evolution. From FORTRAN
to Excel, then early Bl tools like Cognos and statistical tools SAS and SPSS, to today's Tableau and
open-source programming, the landscape is ever-changing. We now stand at another pivotal

moment.

Since ChatGPT’s arrival, the authors have pioneered teaching generative Al applications across
many fields. As I led several service lines and advised analytics and data science leaders at the
International Institute for Analytics (ITA), I had a front row seat as the authors came alongside
our clients and provided a clear explanation and concrete direction on how to use LLMs to create
competitive advantage. From articulating the fundamental challenges that necessitate embracing
new ways of working to developing practical frameworks for crafting highly effective prompts,
numerous individuals and organizations have benefited from the authors' deep expertise and

insightful perspectives.

A core aspect of my professional life has been to encourage business partners to embrace change
and integrate data-driven decision-making into their operations. Now, this imperative for change
extends to analysts and data scientists themselves. David and Simon, are now focusing their

expertise on empowering us

While referencing syntax in books is obsolete, current analytical frameworks are also becoming
outdated. It’s time to embrace the "Augmented Analyst Mindset." This book serves as a
comprehensive guide, outlining practical strategies for leveraging the capabilities of large
language models to fundamentally revolutionize our approach to analytics. By integrating these
powerful tools into our workflows, we can ensure that we keep pace with the rapid changes
occurring and remain those key business partners that our organizations need. This is the future

of our work.



FOREWORD BY BRETT DANAHER

Associate Professor of Economics and Management Science,

Argyros School of Business and Economics, Chapman University

When David and Simon first approached me about their vision for bringing language models to
analytics, I'll admit [ was both intrigued and skeptical. Like many of us, I was still learning how to
weave Al into my own workflow - figuring out when to lean on it, when to trust my instincts,
and how to make the two complement each other. Having spent more than fifteen years
conducting academic research and consulting for entertainment firms, I knew firsthand how
profoundly analytics has already changed over time. But this felt different. Could there really be

enough structure in this emerging way of working to set down in a book?

From my vantage point performing research, consulting, and teaching in the entertainment
industries, I've seen the industry’s evolution - from box office tallies and Nielsen ratings to
streaming algorithms and predictive models. Every new technology has forced us to measure new
things and answer different questions. Yet nothing has transformed the day-to-day practice of

analytics as dramatically as the arrival of large language models.

What struck me most in working with Simon and David - and the reason I wanted to support
their effort - was how the PROMPT approach reframes analytics itself. Until recently, being a
data scientist meant rolling up your sleeves to clean data, write code, tune models, and slog
through debugging before insights could even begin. Today, the role feels more like being the
captain of the Starship Enterprise: drawing on years of experience, judgment, and intuition to
chart the right course, while relying on the ship’s computer to run complex calculations in real
time through an ongoing conversation. The computer doesn’t replace the captain... it amplifies
them! Simon and David’s approach to Al-assisted analytics makes this amplification concrete:
freeing humans to focus on the higher-order questions, inferences, and business decisions, while

delegating hours of technical labor to the machine.

For those of us who've built careers in analytics, this moment brings both opportunity and
responsibility. The opportunity lies in expanding what's possible - turning hours of coding into
minutes of conversation and debugging. The responsibility lies in ensuring that we retain the
rigor, skepticism, and critical thinking that data science has always demanded - because those

qualities are more important now than ever.

This book isn't about replacing analysts or diminishing the value of training. It's about amplifying
what skilled practitioners can achieve and lowering the barriers for newcomers. The future of
analytics isn't a choice between traditional methods and language models - it's about learning to

orchestrate both for maximum impact.



FAQS

What is PROMPT for Analytics and Data Science, and who is it for?

PROMPT for Analytics and Data Science is a practical guide showing data analysts and
data scientists how to leverage language models to enhance their analytical capabilities.
It's designed for data professionals who want to work better, quicker, and happier by
incorporating these tools into their daily work. The book is particularly valuable for
analysts looking to expand their capabilities, tackle more complex analyses, and overcome
technical barriers. Whether you're managing a data team or working as an individual
contributor, this book provides actionable frameworks to help you harness language

models to elevate your analytical practice.

What makes PROMPT for Analytics and Data Science different from other books on language
models like ChatGPT?

Unlike books that focus broadly on language models or provide generic prompt
collections, this book is specifically tailored to data professionals' workflows. We show
you how to integrate language models into every stage of the analytical process, from data
preparation to insight communication. The book focuses on practical application rather
than theory, emphasizes verification frameworks essential for analytical integrity, and
recognizes that language models should augment rather than replace human expertise.
We provide domain-specific guidance that helps you develop better analytical workflows

enhanced by language model collaboration.
Is PROMPT for Analytics and Data Science suitable for beginners?

This book is accessible to professionals with varying experience with language models,
but assumes a basic understanding of data analytics concepts. It's ideal for data
professionals who are new to language models but want to incorporate these tools into
their analytical practice. We don't teach fundamental analytical concepts - rather, we
show how language models can help implement these techniques more efficiently. The
content progresses from foundational concepts to advanced applications. The book is
most beneficial for those who already work with data and want to supercharge their

capabilities with language model assistance.

Does PROMPT for Analytics and Data Science discuss the challenges and pitfalls of using
language models like ChatGPT?

Yes, PROMPT for Analytics and Data Science takes a balanced approach to language

models in analytics. We thoroughly address their limitations - from confidently stating

10



incorrect information to struggling with complex mathematical reasoning. The book
introduces verification frameworks that become increasingly critical as analytical
complexity grows. We emphasise that language models require human oversight and
clearly indicate when they should be avoided entirely for certain analytical tasks.
Throughout the text, we provide practical strategies for identifying high-risk scenarios
where verification is essential and offer techniques for maintaining analytical integrity

while leveraging these powerful but imperfect tools.

M



PART 1: THE PROMPT
MINDSET

Welcome to Part 1 of our exploration into language models and their transformative impact on
knowledge work. Nearly three years have passed since ChatGPT burst onto the scene and changed
our collective understanding of what computers could do. The revolution we anticipated is real—

but it's arriving more gradually and unevenly than many expected.

In using ChatGPT or similar tools, you've likely experienced moments of genuine amazement.
Perhaps you've watched it draft in seconds what would have taken you hours, or solve a problem
that had you stumped, or explain a complex concept with startling clarity. You've felt the magic.
But you may also have found yourself struggling to replicate that magic consistently, wondering
why some colleagues seem to get so much more from these tools, or why your organisation's

expensive Al initiatives haven't delivered their promised transformation.

This gap between potential and practice is precisely why the PROMPT mindset matters more

than ever.

The Evolution and the Constants

Language models have evolved dramatically since late 2022. Today's models don't just predict
text. They can reason through problems step by step, showing their thinking in what we call
"reasoning mode" or "thinking mode." They now come with access to tools like web search for
current information and calculation environments for accurate maths. The latest models make
fewer mistakes, catch themselves when uncertain, and produce more nuanced, less generic

outputs.

Yet for all this evolution, the fundamental dynamics of working with language models remain
remarkably unchanged. They're still "electric bikes for the mind" - powerful amplifiers of human
capability that require skilled operators. They still need clear direction, iterative refinement, and
critical evaluation. Most importantly, they still work best when we approach them not as magical

oracles or replacement workers, but as collaborative partners in thought.

Why Mastery Takes Time (And Why That's
Normal)

12
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Here's something we've learned from supporting hundreds of organisations in their Al journeys:
becoming truly proficient with language models takes months, not days. This isn't a failure of the

technology or the training, it's the natural arc of developing any sophisticated skill.

Think about learning to write professionally, or to analyse data, or to manage projects. These
capabilities didn't emerge overnight. They developed through practice, reflection, and gradual
refinement. Language model mastery follows the same pattern. The difference is that many people
expect instant expertise because the tools themselves seem so accessible. Type a question, get an

answer - what could be simpler?

But there's a vast difference between casual use and skilled application. The executive who
consistently gets strategic insights from Al conversations, the analyst who relieves days of
research to hours, the writer who uses Al to explore ideas rather than just generate text. These
people have developed something deeper than knowledge of features and commands. They've
developed judgment about when and how to deploy these tools, intuition about what makes an

effective prompt, and wisdom about when to trust, challenge, or redirect the Al's output.

The Scale Challenge

Individual success stories with language models now abound. We regularly work with
professionals who've transformed their personal productivity, entrepreneurs who've built entire
businesses with Al assistance, and creators who've unlocked new forms of expression. The magic

is real and accessible.

Yet most organisations struggle to translate individual wins into systematic transformation.
Despite significant investment and genuine enthusiasm, they find themselves stuck. Teams use
Al sporadically. Processes remain largely unchanged. The promised productivity revolution

seems always just out of reach.

This isn't because the technology has failed to deliver. It's because organisational transformation
requires more than powerful tools. It requires new skills, new workflows, and new ways of

thinking about work itself. It requires what we call the PROMPT mindset.

What You'll Learn in Part 1

This section lays the foundation for effective collaboration with language models, whether you're

just beginning your journey or looking to deepen existing skills. We'll explore:

- What language models really are in 2025. Their expanded capabilities, integrated tools,

and persistent limitations
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- The proven impact these tools can have, based on nearly three years of evidence from
early adopters and research

- Practical frameworks for identifying and prioritising high-value applications in your
specific context

- The 4 Ps methodology: Preparation, Prompting, Process, and Proficiency. A framework
that consistently delivers results

- Your adoption journey, including common phases, persistent fallacies, and the path to

sustainable transformation

Throughout, we'll emphasise timeless principles over temporary features. While specific models
and interfaces will continue evolving, the core dynamics of human-AI collaboration - the need
for clear communication, iterative refinement, critical evaluation, and strategic application - will

endure.

Beyond the Hype Cycle

The initial frenzy around ChatGPT has settled into something more measured but no less
revolutionary. We're past the phase of breathless predictions and existential fears. We're in the

phase of practical application, where the real work of integration begins.

This is actually good news. It means we can move beyond asking "What if?" and start answering
"How?" How do we consistently achieve those magical moments? How do we scale individual
success to team and organisational levels? How do we build sustainable capability rather than

temporary enthusiasm?

These are the questions Part 1 addresses. Not through speculation or wishful thinking, but
through frameworks and practices refined through thousands of hours working with people and

organisations navigating this transformation.

A Note on Change and Continuity

As you read this, language models continue advancing at a remarkable pace. New capabilities
emerge regularly. Interfaces evolve. Performance improves. Yet the insights and frameworks in

this book are designed to remain valuable regardless of these changes.

That's because effective use of language models depends less on mastering specific features and
more on developing sound judgment about their application. It's less about knowing the latest
tricks and more about understanding fundamental patterns of human-AlI collaboration. It's less

about the technology and more about the mindset.
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This mindset—the PROMPT mindset—is what separates those who occasionally get lucky with
Al from those who consistently achieve remarkable results. It's what enables some organisations

to transform while others struggle. And it's what Part 1 will help you develop.

Your Journey Starts Here

Whether you're a complete newcomer or an experienced user, whether you're reading this for
personal development or organisational transformation, Part 1 provides the foundation for your
journey. Take these concepts seriously but hold them lightly—ready to adapt as you gain

experience and as the technology evolves.

Remember: the magic you've glimpsed in those breakthrough moments with Al isn't a fluke. It's
a preview of what becomes possible when human creativity meets machine capability, guided by

skill and judgment. The journey to making that magic consistent and scalable starts here.

After laying this groundwork in Part 1, each book in the PROMPT series then explores specific
applications for your industry or domain in Part 2. There you'll find detailed examples, case
studies, and best practices tailored to your particular field. But first, we need to build the

foundation.

Let's begin.
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WHAT ARE LANGUAGE
MODELS TODAY?

Nearly three years into the language model revolution, these tools have evolved from impressive
demos to essential workplace infrastructure. Yet for all their advancement, understanding what
they actually are—and aren't—remains crucial for using them effectively. In this chapter, we'll cut
through the noise to explain what language models have become, how they've evolved, and why

certain fundamental truths about them remain unchanged.

TERMINOLOGY THAT MATTERS

Let's start with clarity about terms, because precision in language helps us think more clearly

about these tools.

Al (Artificial Intelligence): This broad term encompasses any computer system that performs
tasks requiring human-like intelligence. You interact with Al daily—from your phone's face
recognition to Netflix recommendations to spam filters. It's become so ubiquitous that calling

something "AI" tells us almost nothing specific about its capabilities or limitations.

Generative Al: A subset of Al that creates new content—text, images, audio, code, video—by
learning patterns from existing examples. Think of it as Al that produces rather than just analyses
or classifies. Whilst this category includes many technologies, it's still too broad to be particularly

useful when discussing specific applications.

Language Models: These are the specific type of generative Al we're focusing on—systems trained
on vast amounts of text that can understand and generate human language with remarkable
fluency. When people talk about ChatGPT, Claude, or Gemini, they're talking about products

built on language models. This is where the revolution is happening for knowledge work.

16



PROMPT FOR ANALYTICS AND DATA SCIENCE

Models: The underlying Al systems that power the products you use. Think of GPT-4 or GPT-5
as the engine under the bonnet. These models are trained on enormous datasets to recognise
patterns in language and information. Each new generation typically brings significant

improvements in capability, reliability, and efficiency.

Products: The applications you actually interact with—ChatGPT, Claude, Copilot, Grok. Gemini,
Perplexity and others. These provide the interface between you and the underlying model, adding
features like conversation memory, file handling, and user management. The same model might

power different products with different interfaces and capabilities.

Tools: The integrated capabilities that extend what language models can do. Like web search or
calculations. Modern language model applications have these capabilities built in and modern
models are very good at using these tools well. They can search the internet, perform calculations,

analyse data, generate images, and more—all within the same conversation.

This distinction matters because it helps you understand what you're actually working with.
When ChatGPT searches the web for you, it's the product using a tool to extend the model's
capabilities. When you get different results from the same prompt on different days, it might be
because the underlying model has been updated, or because the product's interface has changed,

or because different tools were engaged.

THE PROFOUND EVOLUTION YET
UNCHANGED CORE

17
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From "Predictive Text" to Reasoning
Partners

Before ChatGPT, early language models were essentially sophisticated autocomplete systems—
predicting the most likely next word based on patterns in their training data. They were
impressive but often shallow, producing text that sounded right but might be nonsensical or

contradictory upon closer inspection.

Today's models represent a fundamental leap. They don't just predict text; they can work through
problems systematically, showing their reasoning step by step. When you ask a modern language
model to solve a complex problem, it can break it down, consider different approaches, identify
potential issues, and explain its thinking—much like a human colleague might talk through their

thought process.

This shift from pattern matching to something resembling reasoning has made language models
vastly more useful for serious work. They can now tackle multi-step problems, maintain

consistency across long discussions, and even catch and correct their own errors.

Built-in Capabilities: The New Normal

Remember when using Al for different tasks meant juggling multiple tools and platforms? Those
days are largely behind us. Modern language models come with integrated capabilities that once

required separate services:

Calculation Environments: No longer do language models struggle with basic maths or rely on
pattern matching for numerical answers. They have access to code execution environments that
can perform precise calculations, analyse data, and even create visualisations. This isn't just about
getting arithmetic right—it's about being able to work with spreadsheets, process datasets, and

perform statistical analyses.

Web Search: Current information is no longer a weakness. Language models can now use search
tools to search the internet in real-time, access recent news, verify facts, and incorporate up-to-

date information into their responses. They can even cite sources, making verification easier.

Thinking Modes: Perhaps the most significant addition is what's called "reasoning mode" or
"thinking mode"—where models explicitly show their thought process before answering. You
can watch them consider different angles, weigh evidence, and work through problems
systematically. It's like having a colleague who thinks out loud, making their reasoning

transparent and checkable.
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Why They're Still "Electric Bikes for the
Mind"

Despite these advances, language models remain tools that amplify human capability rather than
replace it. The electric bike metaphor remains apt: they make you faster and help you go further

with less effort, but you still need to steer, balance, and decide where to go.

You can't simply give a language model a vague instruction and expect it to independently deliver

perfect results. Like an electric bike that needs you to pedal and navigate, language models need:

- Clear direction about what you're trying to achieve
- Guidance when they veer off course
- Judgment about when to trust their output

- Expertise to evaluate and refine their work

This isn't a limitation to be overcome but a fundamental characteristic of how these tools create
value. They work best as partners, not replacements—amplifying your expertise rather than

operating independently.
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The Persistent Truth: Language as the
Currency of Knowledge Work

Here's what hasn't changed: knowledge work is fundamentally about processing, creating, and
communicating information—and language is how we do all three. Whether you're writing
reports, analysing data, developing strategies, or managing projects, you're working with

language and ideas.

This is why language models have such transformative potential. They operate in the same
medium that dominates professional work. Every email, document, presentation, analysis, and
decision involves language. By becoming fluent in working with language models, you're

essentially upgrading the core tool of knowledge work itself.

UNDERSTANDING MODERN
CAPABILITIES

Reasoning/Thinking Modes: When Models
"Show Their Work"

One of the most significant developments in language models is the ability to make their
reasoning visible. When you activate thinking mode, the model doesn't just give you an answer—

it shows you how it arrived there.
This transparency transforms how we can work with these tools. You can:

- Spot logical errors in the reasoning chain
- Understand why the model made certain choices
- Learn from its problem-solving approach

- Provide more targeted corrections when needed

It's the difference between a colleague who just tells you their conclusion versus one who walks
you through their thinking. The latter is far more valuable for complex problems where the

reasoning matters as much as the result.

Integrated Tools
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Modern language models seamlessly blend different capabilities within a single conversation. You
might start by asking a question, have the model search for recent data, perform calculations on

what it finds, and then create a visualisation—all without switching tools or interfaces.

This integration removes friction from complex workflows. Instead of copying data between
applications or manually triggering different tools, you can focus on the problem itself whilst the

model handles the mechanical coordination.

Context Windows: Dramatically Expanded
but Attention Still Matters

Today's models can maintain context over much longer conversations—sometimes hundreds of
thousands of words. You can upload entire books, lengthy reports, or extensive datasets and have

meaningful discussions about them.

But here's the catch: whilst models can technically hold all this information, their attention isn't

uniform. They tend to focus most strongly on:

- The beginning and end of the context
- Recently discussed topics

- Explicitly highlighted important points

This means that even with vast context windows, you still need to be strategic about how you
structure information and guide the model's attention. A model might have access to a 300-page

document, but if you don't direct its focus, it might miss crucial details buried in the middle.

The Reliability Revolution

Modern language models are dramatically more reliable than their predecessors. Hallucination
rates have plummeted. Citations and source attribution have improved. Responses are more

consistent and less prone to wild errors.

But—and this is crucial—"more reliable" doesn't mean "completely reliable." The improvements
are significant enough to enable new use cases but not sufficient to eliminate the need for

verification. This is why we still emphasise the CEO principle: Check, Edit, Own.
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CHECK EDIT OWN

Check: Verify facts, especially for specific claims or niche topics. Even with improved accuracy,

models can still be confidently wrong.

Edit: Refine the output to match your voice, style, and specific needs. Models produce good drafts,

not finished products.

Own: Take responsibility for the final output. You're using a tool, not delegating to an

independent agent.

THE ENDURING LIMITATIONS

Still Confidently Wrong Sometimes

Despite dramatic improvements, language models can still generate plausible-sounding but
incorrect information, especially about niche or specialised topics with limited training data when
they don'’t search the web to inform and ground their response. Even when they do search the
web, they can make mistakes - misinterpret sources or context or lean too heavily on biased

perspectives.

The danger isn't just that they make mistakes—it's that they often sound authoritative when
doing so. This confident incorrectness means you can never completely outsource verification to

the model itself.
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Context Confusion in Very Long
Conversations

Even with expanded context windows, models can lose track of important details in lengthy

exchanges. They might:

- Forget earlier instructions or constraints
- Mix up different topics discussed in the same conversation
- Lose track of which role or perspective they're supposed to maintain

- Become increasingly generic as conversations extend

This is why breaking complex tasks into focused sessions often works better than trying to

accomplish everything in a single marathon conversation.

The Unchanging Need for Human Judgment
and Expertise

Perhaps the most important limitation isn't technical but fundamental: language models don't
truly understand the world in the way humans do. They recognise patterns in text, but they don't

have genuine comprehension of:

- Real-world consequences of recommendations
- Ethical implications of different choices

- Organisational context and politics

- Stakeholder needs and sensitivities

- Strategic priorities and trade-offs
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This is why human judgment remains irreplaceable. You bring understanding of context,
consequences, and connections that no model can fully replicate. The most effective use of
language models isn't to replace this judgment but to augment it—to help you think more clearly,

work more efficiently, and explore more possibilities.
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CONCLUSION: THE TRANSFORMED
YET FAMILIAR LANDSCAPE

Today's language models are dramatically more capable than those of just under three years ago.
They can reason through problems, search for current information, perform complex
calculations, and maintain context over lengthy discussions. They're more reliable, more versatile,

and more integrated into our work tools.

Yet the fundamental dynamics of working with them remain unchanged. They're still tools that
require skilled operation. They still work best as partners rather than replacements. They still
operate in the medium of language—the currency of knowledge work. And they still require

human judgment, expertise, and responsibility to deliver real value.

Understanding both what's changed and what hasn't is crucial for developing the PROMPT
mindset. It helps you take advantage of new capabilities whilst maintaining appropriate
skepticism. It lets you push the boundaries of what's possible whilst staying grounded in what's

practical.

In the next chapter, we'll explore the proven impact of these tools—not theoretical potential but
actual, measured results from nearly three years of real-world application. We'll see how the
characteristics we've discussed here translate into concrete benefits for individuals and

organisations willing to invest in mastery.
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THE PROVEN IMPACT OF
LANGUAGE MODELS

Nearly three years ago, the promises surrounding language models ranged from utopian
transformation to dystopian displacement. Today, we have something more valuable than
speculation: evidence. Thousands of organisations have experimented with these tools.
Researchers have measured their impact. Early adopters have shared their experiences. The
verdict is clear but nuanced—Ilanguage models deliver remarkable benefits, but realising them

requires more than just access to the technology.

FROM PROMISE TO REALITY: WHAT
WE'VE LEARNED

Nearly Three Years of Evidence: Productivity
Gains Are Real and Measurable

The academic research is unequivocal. Studies from leading universities and research institutions
consistently show that workers using language models complete tasks faster, produce higher-
quality outputs, and report greater satisfaction with their work. We're not talking about marginal
improvements—we're seeing tasks completed in half the time, quality scores improving by

significant margins, and workers feeling less burdened by routine work.
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G

But here's what the studies also reveal: these gains aren't automatic. They emerge when people
use language models thoughtfully, for appropriate tasks, with proper verification. A professional
using ChatGPT to draft a report doesn't just save time on writing—they gain time to think more
deeply about strategy, to gather better evidence, to refine their arguments. The productivity gain

isn't just about speed; it's about redirecting human effort toward higher-value activities.

Real-world evidence supports the research. Professionals across industries report consistent

patterns:

- Legal teams processing documents in hours rather than days
- Analysts synthesising research in afternoon sprints rather than week-long slogs
- Marketers generating campaign variations in minutes rather than hours

- Consultants developing frameworks and recommendations with unprecedented speed

These aren't hypothetical benefits. They're daily realities for those who've developed proficiency

with language models.

The Adoption Paradox: Powerful Tools,
Uneven Usage

Yet for all this proven potential, most organisations face a puzzling reality: they have powerful Al
tools available, often with enterprise licences and executive support, but actual usage remains

sporadic and shallow. The typical pattern looks like this:
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The Enthusiasts (5-10%): A small group who use language models daily, pushing boundaries and
finding new applications. They've integrated Al deeply into their workflows and can't imagine

working without it.

The Occasionals (20-30%): People who turn to language models for specific tasks—usually
writing-related—but haven't fundamentally changed how they work. They might use ChatGPT

to polish an email or summarise a document, but their core processes remain unchanged.

The Reluctants (60-70%): The majority who've tried language models once or twice but didn't
see immediate value. They might have had a disappointing first experience, felt overwhelmed by

the possibilities, or simply haven't had time to explore properly.

This distribution creates an adoption paradox: organisations have invested in powerful
technology that demonstrably works, yet most employees aren't using it effectively. The tools are

available, the benefits are proven, but the transformation isn't happening at scale.

Why? Because we've learned that access to technology isn't enough. Without proper training,
clear use cases, and sustained support, people default to familiar methods. They might experiment
briefly, but they don't develop the skills needed for consistent value creation. It's like giving
everyone a musical instrument—without lessons and practice, most will produce noise rather

than music.

Why "Better, Quicker, Happier" Remains the
Right Framework

When we first introduced the "better, quicker, happier" framework for understanding language
model benefits, it was largely theoretical. Nearly three years later, it's been validated by

experience:

Better: Language models consistently improve output quality when used thoughtfully. They help
people consider more options, spot gaps in logic, maintain consistency, and polish presentation.
The improvement isn't just in the final product—it's in the thinking process itself. People report

that working with language models helps them think more systematically and creatively.

Quicker: The time savings are often dramatic, but they're not uniform. Simple tasks might go
from five minutes to thirty seconds—impressive but not transformative. Complex tasks that took
days might now take hours—that's where the real value emerges. More importantly, speed gains
compound. Faster research enables more iterations. Quicker drafting allows more time for

refinement. The acceleration isn't just linear; it's multiplicative.
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Happier: This dimension surprised even us with its consistency. People who develop language
model proficiency report greater job satisfaction. They spend less time on drudgework and more
on meaningful challenges. They feel more capable and creative. They experience less stress about
blank pages and looming deadlines. The technology doesn't just change what they produce—it
changes how they feel about their work.

This framework endures because it captures something fundamental: language models don't just

optimise existing processes; they transform the experience of knowledge work itself.
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THE SKILL FACTOR: WHY MASTERY
MATTERS MORE THAN EVER

The Widening Gap Between Casual Users
and Power Users

Nearly three years of observation have revealed a stark truth: the gap between casual and skilled
users of language models isn't narrowing—it's widening. This isn't because the tools have become
more complex (they've actually become easier to use) but because skilled users compound their

advantages over time.
Consider two professionals using ChatGPT for market research:

The Casual User opens ChatGPT, types "What are the trends in sustainable packaging?" and

accepts the first response. They save perhaps fifteen minutes versus a Google search.
The Power User approaches the same task systematically. They:

- Break the question into components (materials, regulations, consumer preferences, costs)
- Use reasoning mode to explore each dimension thoroughly

- Request specific examples and data points with source verification

- Challenge initial responses and probe for nuance

- Synthesise findings into a structured analysis

- Iterate on the output until it meets their exact needs

The casual user saves minutes. The power user transforms a day-long research project into a two-
hour focused session, producing output that's both comprehensive and tailored to their specific

context.

This gap compounds over time. Power users develop intuitions about which prompts work best,
build libraries of effective approaches, and learn to recognise and correct Al limitations quickly.
They don't just use language models more—they use them more effectively, for more

sophisticated applications, with better results.

Evidence from Organisational
Transformations
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Our work with organisations implementing language models has revealed consistent patterns

about what separates successful transformations from disappointing pilots:
Successful transformations share several characteristics:

- Investment in foundational skills training for all staff
- Clear identification of high-value use cases by team

- Regular practice and reinforcement sessions

- Peer learning and knowledge sharing

- Leadership that models effective Al use

- Metrics that track both usage and impact

Failed initiatives typically:

- Focus on technology deployment over skill development
- Assume people will figure it out independently

- Lack clear guidance on appropriate use cases

- Provide one-off training without reinforcement

- Have leaders who delegate Al to others

- Measure activity rather than outcomes

The pattern is clear: organisations that treat language model adoption as a capability-building

exercise succeed. Those that treat it as a technology rollout struggle.

The Compounding Effect of Foundational
Skills

Perhaps the most important learning from nearly three years of language model adoption is this:

foundational skills compound in ways that specific use cases don't.

When you teach someone to write better prompts, they don't just improve at one task—they
improve at every task. When they learn to evaluate Al outputs critically, that skill applies across
all applications. When they develop an intuition for what language models do well and poorly,

they stop wasting time on inappropriate uses and start finding creative applications others miss.

This compounding effect explains why organisations that invest in foundational training see
returns that far exceed those focusing on specific applications. A marketing team trained in
general language model skills will discover dozens of applications specific to their needs. A team

trained only on "how to use Al for social media posts" will do just that—and nothing more.
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The compound effect also operates across time. Skills developed today remain valuable even as
models improve. Someone who learned to work with GPT-3 didn't have to start over with GPT-
4 or GPT-5—they applied their existing skills to more capable tools. The prompting strategies,

evaluation criteria, and workflow integration patterns transfer across models and platforms.

SMALL WINS STILL MAKE THE BIGGEST
DIFFERENCE

Micro-efficiencies at Scale

The most transformative applications of language models often aren't the flashy ones—they're
the mundane tasks that happen hundreds of times daily across organisations. Consider these

everyday micro-efficiencies:

Meeting summaries: Turning an hour-long transcript into clear notes with action items—saves

10 minutes per meeting. Multiply by dozens of daily meetings across an organisation.

Email drafting: Converting bullet points into polished communication—saves 5 minutes per

email. Most knowledge workers send 20-40 emails daily.

Research gathering: Rapidly surveying multiple sources for relevant information on a topic—
saves 30-45 minutes per research task. Knowledge workers conduct exploratory research several

times weekly, from competitive analysis to background briefings.

Document review: Quickly extracting key points from lengthy reports—saves 20 minutes per

document. Professionals review multiple documents daily.

Data synthesis: Combining insights from multiple sources into coherent summaries—saves 30

minutes per analysis. Happens constantly across analytical roles.

Each efficiency seems trivial in isolation. But when you calculate the cumulative impact—across
all employees, every day, throughout the year—the numbers become staggering. An organisation
where everyone saves just 30 minutes daily through micro-efficiencies gains thousands of hours

of capacity annually.

The Cumulative Impact Across Organisations
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The true power of micro-efficiencies emerges when they cascade through organisational
workflows. When one person completes tasks faster, they unblock others. When communication
becomes clearer, fewer clarification cycles are needed. When research happens quickly, decisions

accelerate.
We've observed this cascade effect repeatedly:

- A product team that uses language models for requirement documentation reduces
development confusion and rework

- A sales team that generates personalised proposals faster increases close rates and deal
velocity

- An HR team that automates routine inquiries frees capacity for strategic people
development

- A finance team that accelerates report generation enables more frequent strategic reviews

The impact isn't just about individual productivity—it's about organisational velocity. When

friction reduces across hundreds of small interactions, the entire system speeds up.

Why Mundane Applications Often Deliver
the Highest ROI

Counter-intuitively, the highest return on investment often comes from the most boring

applications. Why? Several reasons:

Volume: Mundane tasks happen constantly. A 50% improvement on something done hourly beats

a 90% improvement on something done monthly.

Reliability: Simple tasks are where language models excel. Summarisation, reformatting, and basic

analysis are solved problems. Complex creative tasks remain challenging.

Adoption: People readily adopt tools that solve daily frustrations. Nobody resists help with tasks
they dislike.

Risk: Low-stakes applications allow experimentation without fear. People learn through practice

on mundane tasks, building skills for complex applications.
Measurement: It's easy to measure time saved on routine tasks. The ROI is clear and compelling.

This reality challenges the instinct to seek transformative Al applications. Yes, language models
can enable entirely new capabilities. But the reliable path to value runs through the mundane—

through the thousand small frictions that make knowledge work harder than it needs to be.
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CONCLUSION: THE REALITY OF
LANGUAGE MODEL IMPACT

Nearly three years in, we can move beyond speculation to state what we know:

Language models deliver significant, measurable benefits to knowledge work. The research
proves it, organisations demonstrate it, and individuals experience it daily. The tools make work

better, quicker, and happier—but only when people develop the skills to use them effectively.

The adoption paradox—powerful tools, uneven usage—isn't a technology problem. It's a human
challenge requiring investment in skills, culture, and change management. Organisations that
recognise this and invest accordingly see transformation. Those that don't remain stuck with

expensive tools gathering digital dust.

The skill factor matters more than the technology itself. As models improve, the gap between
casual and power users widens. Foundational skills compound over time and across applications,

making early investment in capability building crucial.

Finally, the path to value often runs through the mundane. Small wins at scale deliver more
reliable returns than moonshot applications. Micro-efficiencies compound into macro-

transformations when applied consistently across organisations.

Understanding this reality—proven benefits that require skilled application—sets the stage for
our next chapter. There, we'll explore the specific ways language models can help your work,

providing frameworks for identifying and prioritising applications that deliver real value.
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HOW LANGUAGE MODELS
CAN HELP YOUR WORK

Now that we understand what language models are and their proven impact, let's get practical.
How exactly can these tools help your specific work? This chapter provides frameworks for
identifying, prioritising, and implementing language model applications—from quick personal

productivity wins to organisation-wide transformation.

THE THREE LEVELS OF MATURITY

After supporting dozens of organisations in their language model journeys, we've identified three
distinct levels of maturity. Each builds on the previous, and attempting to skip levels almost
always leads to disappointment. Understanding where you are—and where you're headed—is

crucial for sustainable success.

o

SKILLS | TASKS |PROCESSES

Level 1: Individual Skills - Personal
Productivity Gains

This is where everyone starts and where the majority of value currently lives. At Level 1,

individuals use language models to enhance their personal productivity. They're not following
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standardised processes or integrated workflows—they're experimenting, learning, and finding

what works for their specific needs.
Level 1 looks like:

- Drafting emails faster and with more polish

- Summarising documents and extracting key points

- Brainstorming ideas and exploring options

- Getting unstuck when facing blank pages

- Learning new concepts through conversational exploration

- Checking and improving their own work

The beauty of Level 1 is its accessibility. Anyone can start immediately with minimal training.
The tools are designed for natural conversation, so the barrier to entry is low. Yet the ceiling is
surprisingly high—skilled practitioners at Level 1 can achieve remarkable results through

sophisticated prompting and iteration.

Most importantly, Level 1 is where people develop fundamental skills that enable everything else.

They learn:

- How to communicate clearly with language models
- When to trust, question, or redirect outputs

- Which tasks suit Al assistance and which don't

- How to iterate toward better results

- The rhythm of human-AlI collaboration

Organisations often want to skip Level 1, jumping straight to standardised processes. This rarely
works. Without foundational individual skills, people can't adapt when standardised approaches
hit edge cases. They can't improve processes because they don't understand the underlying

capabilities. They become dependent on rigid workflows rather than fluent in the technology.

Level 2: Standardised Tasks (Plays) - Team-
Level Benefits

Once individuals have developed foundational skills, teams can begin standardising their most
valuable applications. We call these standardised approaches "Plays"—documented, repeatable

processes that combine human expertise with Al assistance to deliver consistent results.
A Play isn't just a prompt—it's a complete workflow that includes:

- Preparation: What information to gather and how to structure it
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- Process: Step-by-step instructions for human and Al interaction
- Prompts: Tested templates that reliably produce good results

- Proficiency: Quality criteria and review processes
For example, a marketing team might develop a Play for campaign development:

Gather brand guidelines, target audience research, and campaign objectives
Use language models to generate diverse creative concepts

Evaluate concepts against strategic criteria

Refine selected concepts through iterative prompting

Polish final outputs with human expertise

2 o

Document what worked for future improvement
Level 2 delivers team-wide benefits because it:

- Captures and scales best practices

- Ensures consistency across team members
- Accelerates onboarding of new staff

- Reduces quality variance

- Enables continuous improvement

But Level 2 only works when built on Level 1 foundations. Team members need individual skills
to execute Plays effectively, adapt them to specific contexts, and contribute improvements based

on their experience.

Level 3: Orchestrated Workflows -
Organisation-Level Transformation

The highest level of maturity involves orchestrating multiple Al-assisted processes into
integrated workflows that transform how organisations operate. This isn't about isolated

efficiency gains—it's about reimagining entire value chains with Al as a core capability.
Level 3 might involve:

- Research systems that continuously monitor and synthesise market intelligence
- Content operations that adapt messages across channels and audiences

- Decision support systems that analyse options and implications

- Knowledge management that captures and shares organisational learning

- Customer service that seamlessly blends human and Al interaction
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What distinguishes Level 3 is integration and scale. Multiple teams use connected Al-assisted
processes. Data flows between systems. Outputs from one process become inputs to another. The

organisation operates at a fundamentally different velocity and capability level.
Achieving Level 3 requires:

- Widespread Level 1 competence across the organisation
- Mature Level 2 Plays for critical processes

- Technical infrastructure for integration

- Governance frameworks for quality and compliance

- Culture that embraces human-Al collaboration

- Leadership committed to transformation

Few organisations have achieved true Level 3 maturity—most are still building Level 1 capabilities
and experimenting with Level 2. But those that reach Level 3 report transformational results:
dramatically faster innovation cycles, step-changes in quality and consistency, and the ability to

tackle previously impossible challenges.

The path through these levels isn't always linear. Organisations might have pockets of Level 2
maturity whilst other areas remain at Level 1. Some teams might experiment with Level 3
integration whilst others resist Level 1 adoption. The key is understanding that sustainable

transformation requires building from the foundation up.

FOUR CORE CAPABILITIES

Language models excel at four fundamental capabilities. Each has evolved significantly over nearly

three years, becoming more reliable and sophisticated whilst retaining its essential character.

38



PROMPT FOR ANALYTICS AND DATA SCIENCE

WRITING THINKING

Synthesising: Now with Better Source
Tracking

Language models have always been powerful synthesisers—condensing vast information into

digestible insights. Today's models do this with unprecedented accuracy and accountability.
Modern synthesising includes:

- Precise summarisation that maintains nuance whilst reducing volume
- Source attribution that lets you verify claims and explore further

- Multi-document analysis that finds patterns across disparate sources

- Hierarchical extraction that preserves detail levels you can drill into

- Comparative synthesis that highlights agreements and contradictions

The improvement isn't just technical—it's practical. When a model synthesises research from
twenty sources and provides citations, you can trust but verify. When it identifies conflicting
data, you know where to investigate further. The synthesis becomes a starting point for human

judgment, not a black box conclusion.
Applications span every knowledge work domain:

- Executives digesting board papers and strategic reports
- Analysts combining quantitative and qualitative research

- Lawyers reviewing case documents and precedents
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- Doctors synthesising patient histories and test results

- Students processing academic literature

The key advancement is transparency. Modern models don't just tell you what they found—they

show you where they found it and how confident they are about their synthesis.

Learning: Enhanced by Web Search and
Verification

The ability to search the internet transforms language models from static knowledge bases into
dynamic learning systems. They can now access current information, verify facts, and explore

beyond their training data.
This enhanced learning capability enables:

- Real-time research on current events and recent developments
- Fact-checking against authoritative sources

- Trend analysis across time periods

- Multi-perspective exploration of controversial topics

- Depth drilling from overview to detail on any subject

But the real advancement is in verification. Models don't just search—they can compare sources,
identify potential biases, and flag conflicting information. They've become more sophisticated

about distinguishing reliable sources from questionable ones.
Consider researching a new market opportunity. A modern language model can:

Search for recent market analyses and reports
Find regulatory updates and requirements
Identify key players and their strategies
Discover customer sentiment and feedback

Cross-reference findings across sources

o 0K~ wh =

Flag gaps and uncertainties in the available information

This isn't perfect—you still need to evaluate the quality of sources and the logic of conclusions.

But it's dramatically more powerful than static knowledge alone.

Writing: More Nuanced, Less Generic
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Early language models often produced "Al-sounding" text—grammatically correct but somehow
hollow. Today's models generate writing that's increasingly indistinguishable from human

output, with proper coaching.
The evolution in writing capability includes:

- Style adaptation that genuinely matches different voices and tones
- Structural sophistication in arguments and narratives

- Emotional resonance that connects with readers

- Technical precision for specialised domains

- Creative originality that surprises and delights

More importantly, modern models better understand context and purpose. They don't just
generate text—they craft communication designed to achieve specific objectives with particular

audiences.
This matters because writing isn't just about words—it's about impact. Whether you're:

- Crafting a proposal to win business

- Writing documentation others can follow
- Creating marketing copy that converts

- Drafting emails that get responses

- Developing reports that drive decisions

The difference between generic and nuanced writing determines success. Modern language

models, properly directed, deliver that nuance.

Thinking: Reasoning Modes Make the
Process Visible

Perhaps the most transformative advancement is the ability to see how language models think.

Reasoning modes reveal the logical steps, considerations, and trade-offs behind conclusions.
This visible thinking enables:

- Problem decomposition that breaks complex challenges into manageable parts
- Hypothesis generation that explores multiple possibilities

- Logical validation that tests reasoning chains

- Decision analysis that weighs options systematically

- Creative exploration that makes conceptual leaps explicit

When you can see the thinking process, you can:
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- Spot logical errors before they compound

- Understand why certain recommendations emerged
- Learn from the model's analytical approach

- Redirect reasoning that's going astray

- Build on partial insights

This transparency transforms language models from oracles to thinking partners. You're not just
receiving answers—you're engaging in collaborative reasoning where both human and Al

thinking are visible and refineable.

MODERN USE CASE PATTERNS

Understanding the patterns of successful language model applications helps you identify
opportunities and set appropriate expectations. Not all use cases are equal—some deliver

immediate value whilst others require significant investment to realise benefits.

Quick Wins That Work Immediately

These applications require minimal setup and deliver immediate value. They're perfect for

building confidence and momentum.
Characteristics of quick wins:

- Single-step processes with clear inputs and outputs
- Low risk if outputs aren't perfect

- Tasks people already understand well

- Clear quality criteria

- Immediate time savings
Examples that consistently succeed:

- First drafts: Emails, letters, posts—anything where you need to overcome blank page
paralysis

- Summaries: Meeting notes, research papers, reports—condensing information you
already have

- Rewrites: Adjusting tone, improving clarity, fixing grammar——polishing existing content

- Brainstorming: Generating options, exploring angles, finding analogies—expanding

possibility spaces
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- Explanations: Understanding concepts, clarifying jargon, learning basics—accessing

knowledge on demand

Quick wins build skills and confidence whilst delivering real value. They're where everyone

should start, regardless of role or technical sophistication.

Intermediate Applications Requiring
Practice

These applications deliver significant value but require developed skills and refined processes.

They're where most professional work happens once foundational capabilities are established.
Characteristics of intermediate applications:

- Multi-step processes requiring iteration
- Integration with existing workflows

- Need for quality verification

- Domain expertise to evaluate outputs

- Significant time or quality improvements
Examples that reward investment:

- Research projects: Combining multiple sources, verifying facts, building arguments

- Content campaigns: Developing themes, creating variations, maintaining consistency
- Analysis tasks: Finding patterns, testing hypotheses, generating insights

- Strategic planning: Exploring scenarios, evaluating options, identifying risks

- Document creation: Reports, proposals, presentations—substantial deliverables

Intermediate applications are where individual skills become organisational capabilities. They

require practice to master but deliver sustainable competitive advantage.

Advanced Deployments Demanding
Expertise

These applications push the boundaries of what's possible, often transforming entire processes or
enabling new capabilities. They require significant expertise and investment but can deliver

transformational results.
Characteristics of advanced deployments:

- Complex multi-stage workflows
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- Integration across systems and teams
- High stakes requiring reliability
- Novel applications without precedent

- Transformation rather than optimisation
Examples at the frontier:

- Automated research systems: Continuously monitoring sources, synthesising findings,
alerting to changes

- Adaptive content operations: Personalising at scale, optimising in real-time, learning
from feedback

- Decision support systems: Analysing complex scenarios, modelling implications,
recommending actions

- Knowledge synthesis engines: Connecting disparate information, finding non-obvious
patterns, generating hypotheses

- Creative production pipelines: Generating variations, testing concepts, refining based on

data

Advanced deployments aren't just about using language models for existing work—they're about
reimagining what work could be. They require vision, expertise, and commitment but can create

entirely new organisational capabilities.

CONCLUSION: A PRACTICAL PATH
FORWARD

Understanding how language models can help your work isn't about memorising use cases or
following rigid frameworks. It's about recognising patterns and possibilities, then experimenting

to find what works in your specific context.

The three levels of maturity provide a roadmap: Start with individual skills, build team capabilities
through standardised Plays, and eventually orchestrate transformation. Don't skip steps—each

level builds essential foundations for the next.

The four core capabilities—synthesising, learning, writing, and thinking—remain constant even
as they become more sophisticated. Understanding these capabilities helps you recognise

opportunities and evaluate whether language models are appropriate for specific tasks.

Use case patterns help set expectations and prioritise efforts. Start with quick wins to build
confidence and skills. Invest in intermediate applications that deliver sustainable value. Consider
advanced deployments when you have the expertise and commitment to see them through.
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Most importantly, remember that the goal isn't to use Al everywhere—it's to use it where it
genuinely helps you work better, quicker, and happier. The next chapter will show you exactly
how to do that, introducing the practical frameworks and techniques that consistently deliver

results.
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PRACTICAL LESSONS FOR THE
Al ERA

Nearly three years of working with language models has taught us that success depends less on
knowing the latest features and more on mastering fundamental practices. This chapter distils
those hard-won lessons into practical frameworks you can apply immediately, regardless of which

model you're using or how the technology evolves.

THE 4 PS FRAMEWORK (ENHANCED)

When we first introduced the 4 Ps—Preparation, Prompting, Process, and Proficiency—language
models were less capable and more unpredictable. Today's models are more powerful and reliable,
yet the 4 Ps have become more important, not less. Why? Because as the tools become more
capable, the difference between mediocre and exceptional results increasingly depends on how

thoughtfully you use them.

PREPARATION PROMPTING

e 'ﬁ&

PROCESS PROFICIENCY
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Preparation: Even More Critical with
Powerful Models

Modern language models can do remarkable things with minimal input. Type a vague request,
and you'll get something plausible. But plausible isn't excellent. The gap between what you get

with lazy preparation and thoughtful preparation has actually widened as models have improved.
Preparation today means:

Clarifying your actual goal—not just your immediate task. Before opening that chat window, ask
yourself: What am I really trying to achieve? Not "write an email" but "convince the board to
approve funding by addressing their three main concerns." The clearer your ultimate objective,

the better the Al can help you reach it.

Gathering and structuring context intelligently. Modern models can handle vast amounts of
context, but more isn't always better. The art lies in providing the right context, properly

organised. Instead of dumping in everything remotely related, consider:

- What background does the model need to understand the nuances?
- What constraints or requirements shape the output?
- What examples best illustrate what you're looking for?

- How should information be structured for clarity?

Choosing your tools strategically. With integrated search, calculation, and reasoning capabilities,
you need to think about which tools to engage. Quick question? Standard mode is fine. Complex
analysis? Reasoning mode might be worth the extra time. Current events? Enable web search.

Numerical work? Ensure calculation tools are active.

Considering your workflow beyond this interaction. How will this output fit into your broader
work? Will you need to iterate? Share with others? Build upon it later? Thinking ahead shapes

how you structure the initial interaction.

Good preparation is invisible in the final output but determines its quality. It's the difference
between asking "Write me a strategy document” and providing a detailed brief with context,

objectives, constraints, and success criteria.
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Prompting: Simpler Yet More Strategic

The evolution of prompting advice tells a story. Early guides were full of tricks: "Say pretty please,"

"Offer a tip," "Threaten consequences." Today's models don't need gimmicks—they need clarity.
Modern prompting is about:

Being explicit about what you want. Sounds obvious, yet most people aren't nearly specific
enough. Not "make this better" but "make this more concise whilst maintaining all technical
details and adding a compelling opening hook." The model can't read your mind—even the best

ones need clear direction.

Providing just enough structure. You don't need elaborate prompt templates for every request.

But for complex tasks, structure helps:

- Role: What perspective should the model adopt?
- Task: What specifically needs to be done?

- Context: What background information matters?
- Requirements: What constraints must be met?

- Format: How should the output be structured?
This isn't a rigid formula—it's a checklist to ensure you've communicated completely.

Using natural language, not prompt engineering theatrics. Write like you're instructing a skilled
colleague, not programming a computer. "l need you to analyse this sales data and identify the
three most important trends" works better than elaborate prompt formulas with special symbols

and formatting.

Front-loading critical information. Models pay most attention to the beginning and end of
prompts. Put your most important requirements first, supporting detail in the middle, and key

constraints at the end as a reminder.

The paradox of modern prompting: as models become more sophisticated, prompting becomes

simpler—but the thinking behind prompts must become more strategic.
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Process: Multi-Step Remains Essential

Despite dramatic improvements in model capabilities, complex tasks still benefit from
decomposition. The difference is that each step can now accomplish more, and the connections

between steps can be more sophisticated.
Effective process design means:

Breaking complexity by logic, not just length. Don't split tasks arbitrarily into smaller chunks.

Instead, identify natural breakpoints:

- Research, then analysis, then recommendations
- Ideation, then evaluation, then refinement

- Structure, then content, then polish
Each step should have a clear purpose and build logically on the previous.

Using the right mode for each step. Not every part of your process needs deep reasoning. Maybe

you:

- Use quick mode for initial brainstorming
- Switch to reasoning mode for critical analysis

- Return to quick mode for formatting and polish
Matching tool to task optimises both speed and quality.

Maintaining context without overwhelming it. As you work through steps, you accumulate

context. But not all context remains relevant. Learn to:

- Summarise completed steps rather than carrying everything forward
- Explicitly tell the model what to focus on from earlier work

- Start fresh conversations when context becomes unwieldy

Building in verification points. Don't wait until the end to check if you're on track. After each

major step, evaluate:

- Is this heading where I intended?
- What assumptions has the model made?

- What's missing or needs adjustment?

Multi-step processes aren't about working around model limitations anymore—they're about

maintaining quality and control whilst tackling sophisticated challenges.
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Proficiency: The CEO Principle

Check, Edit, Own. Three words that remain as critical today as when we first introduced them.
Better models haven't eliminated the need for human oversight—they've made it more

sophisticated.
Check has evolved from "is this factually accurate?" to more nuanced evaluation:

- Are the facts correct, especially for specialised topics?

- Is the reasoning sound, even when shown step-by-step?

- Are sources properly cited and actually supportive of claims?
- Have any biases or assumptions crept in?

- Does this align with broader context the model might not have?

Modern models make fewer obvious errors, making the remaining errors harder to spot. This

demands more, not less, vigilance.
Edit goes beyond fixing mistakes to genuine refinement:

- Inject your unique voice and perspective

- Add examples from your specific experience

- Adjust for your actual audience, not a generic one
- Strengthen arguments with your domain expertise

- Polish for impact, not just correctness
The model provides a sophisticated draft, but your editing transforms it from good to exceptional.
Own means taking complete responsibility for the final output:

- You chose to use Al assistance
- You directed its application

- You verified its accuracy

- You refined its expression

- You stand behind the result

Ownership isn't about hiding Al use—it's about ensuring the final product meets your standards,

regardless of how it was created.

The CEO principle has become more sophisticated as models have improved, but its importance
has only grown. In a world where anyone can generate plausible content, the difference lies in the

human judgment that ensures excellence.
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CHECK EDIT OWN

WORKING WITH REASONING MODELS

The introduction of reasoning or thinking modes represents a fundamental shift in how we
interact with language models. Instead of receiving just an answer, we can see the thinking
process itself. This transparency enables new ways of working but requires understanding when

and how to use it effectively.

When to Use Thinking Mode vs Quick
Responses

Not every query deserves deep reasoning. Understanding when to engage thinking mode versus

accepting quick responses is crucial for both efficiency and effectiveness.
Use thinking mode when:

- Stakes are high and errors costly

- Problems have multiple valid approaches

- Logic chains need verification

- You need to understand why, not just what

- Learning from the model's approach has value
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- Complex trade-offs require explicit consideration
Use quick responses when:

- Tasks are routine and well-defined

- Speed matters more than perfect reasoning
- You're iterating rapidly through options

- The output will be heavily edited anyway

- Simple factual queries with clear answers

- Creative brainstorming where volume beats precision

The key insight: thinking mode is a power tool, not a default setting. Like using a surgical scalpel

versus a kitchen knife, choose the tool that matches the task.

Understanding the Trade-offs: Speed vs
Depth

Reasoning mode involves real trade-offs that affect how you structure your work:

Time investment: Reasoning mode can take minutes instead of seconds. For a complex problem,
this is worthwhile. For routine tasks, it's wasteful. Plan your workflow accordingly—perhaps

draft quickly, then use reasoning mode for critical sections.

Attention and focus: Reading through detailed reasoning requires mental energy. If you're
reviewing dozens of outputs, reasoning mode can become overwhelming. Balance depth with

your capacity to meaningfully engage with the output.

Token consumption: Reasoning mode uses more of your conversation's context window. In long
interactions, this matters. You might need to start fresh conversations more frequently or be

selective about when to engage deep reasoning.

Cognitive load: Paradoxically, seeing the model's reasoning can sometimes make decisions harder.
When you see all the considerations and trade-offs, simple questions become complex.

Sometimes, you need quick decisions more than perfect analysis.

Making Reasoning Transparent and
Verifiable

The real power of reasoning mode isn't just getting better answers—it's being able to verify and

build upon the thinking process.
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Effective verification involves:

Following the logical chain: Don't just skip to conclusions. Read through the reasoning to spot
where it might have gone astray. Often, errors compound—catching them early prevents

cascading mistakes.

Identifying assumptions: Models make assumptions, sometimes reasonable, sometimes not.
When reasoning is visible, you can spot these assumptions and correct them: "Actually, that

constraint doesn't apply in our case."

Checking evidence use: When models cite information while reasoning, verify they're using it
appropriately. Are they drawing reasonable conclusions from the available evidence? Are they

acknowledging uncertainty where appropriate?

Building on partial insights: Sometimes the model's reasoning is flawed but contains valuable
insights. With transparency, you can extract useful elements whilst discarding errors: "Your

analysis of the market is solid, but you've misunderstood our regulatory constraints."

Transparent reasoning transforms language models from black boxes to glass boxes. You might
not understand every detail of how they work, but you can see enough to make informed

judgments about their outputs.

THE ART AND SCIENCE OF MODERN
PROMPTING

Prompting has matured from a collection of tricks to something approaching a discipline. Yet it

remains more art than science, requiring judgment, creativity, and continuous learning.

Less Tricks, More Clarity

The prompt engineering guides of 2023 were full of "weird tricks that work": specific phrases that
seemed to improve outputs, elaborate role-playing scenarios, complex formatting requirements.

Most of these have proven unnecessary or even counterproductive with modern models.
What's replaced tricks is radical clarity:

Say what you mean, completely. Don't hint or imply—state. Don't assume context—provide it.
Don't hope the model infers your requirements—list them. Clear communication beats clever

prompting every time.
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Use plain language. Unless you're doing something technical that requires specific terminology,
write like you speak. "Can you help me understand..." works better than "Execute a

comprehensive analysis of..."

Be honest about uncertainty. If you're not sure what you want, say so: "I'm trying to achieve X,
but I'm not sure the best approach. Could you suggest some options?" Models can help clarify

your own thinking, but only if you're clear about your uncertainty.

Frontload critical information. Models weight the beginning of prompts heavily. Start with: "The
most important requirement is..." or "The key context you need to know..." Don't bury crucial

details in paragraph three.

The shift from tricks to clarity reflects models' improved ability to understand natural language.

They don't need special incantations—they need clear communication.

Context Engineering Over Prompt
Engineering

The new frontier isn't crafting perfect prompts—it's providing perfect context. Modern models

can handle vast amounts of information, making context curation the key skill.
Effective context engineering means:

Quality over quantity: Just because models can process books of context doesn't mean they should.
Relevant, well-organised context beats comprehensive dumps. Think: what's the minimum

context needed for excellent results?

Structure for scannability: Use clear headers, bullet points, and logical organisation. Make it easy
for the model to find and reference specific information. Think of context like a reference

document—organised and accessible.

Explicit relevance marking: Tell the model what context matters most: "The key background is..."

or "The most relevant constraint is..." Don't make the model guess what's important.
Context typing: Different contexts serve different purposes. Label them:

- "Background information for understanding"
- "Requirements that must be met"
- "Examples of desired output”

- "Constraints to work within"
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Progressive disclosure: For complex tasks, introduce context gradually. Start with core
information, then add detail as needed. This prevents overwhelming the model and helps

maintain focus.

Context engineering recognises that models are remarkably good at understanding and using

information—if we provide it thoughtfully.

Why Iteration Still Beats Perfection

Despite all improvements, the path to exceptional outputs still runs through iteration. But

iteration has evolved from "fixing broken outputs" to "refining good ones into great ones."
Modern iteration involves:

Starting faster, refining smarter: Don't spend an hour crafting the perfect initial prompt. Spend
five minutes on a clear prompt, then iterate based on results. You'll reach excellence faster through

cycles than through planning.

Learning from each iteration: Each output teaches you something about how the model
interpreted your request. Use this learning: "I see you focused on X, but I actually need more

emphasis on Y."

Building progressively: Start with structure, then add detail, then polish. Each iteration adds a
layer rather than starting over. Think of it like sculpting—rough shape, then refinement, then

fine detail.

Knowing when to stop: Perfect is the enemy of done. Modern models can iterate endlessly, each
time producing something slightly different. Learn to recognise when outputs are good enough

for your purpose.

Using iteration for exploration: Sometimes iteration isn't about reaching a predetermined
destination but discovering possibilities. "That's interesting—can you explore that angle further?"

[teration becomes a tool for discovery.

The persistence of iteration reflects a fundamental truth: complex knowledge work involves
judgment, creativity, and refinement that emerge through engagement, not specification. No
matter how powerful models become, the collaborative dance of human and Al—proposing,

evaluating, refining—remains the path to exceptional results.
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CONCLUSION: PRINCIPLES THAT
ENDURE

As we've seen throughout this chapter, the tools have evolved dramatically, but the principles of
effective use remain remarkably stable. The 4 Ps—Preparation, Prompting, Process, and
Proficiency—provide a framework that adapts to new capabilities whilst maintaining focus on

what matters: achieving excellent results through thoughtful human-AI collaboration.

Reasoning modes have added transparency to Al thinking, but they haven't eliminated the need
for human judgment—they've made it more sophisticated. We can now see how models think,

but we still must evaluate whether that thinking serves our purposes.

Prompting has evolved from tricks to clarity, from engineering to communication. Context has
become king, but the goal remains unchanged: helping models understand what we need so they

can help us achieve it.

These lessons—Ilearned through millions of interactions across thousands of users—form the
practical foundation for effective language model use. They're not rules to memorise but
principles to internalise through practice. As you apply them, you'll develop your own insights
and approaches, contributing to the collective understanding of how humans and Al can work

together effectively.

The next chapter examines your journey—from initial scepticism through growing competence
to potential mastery. Understanding this journey helps you recognise where you are, where you're

headed, and how to accelerate your progress.
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YOUR LANGUAGE MODEL
JOURNEY

Your journey with language models won't be linear. It will involve moments of breakthrough and
periods of plateau, excitement and frustration, individual victories and organisational struggles.
Understanding this journey—both personal and collective—helps you navigate it more

effectively.

SIX PHASES OF ADOPTION

Nearly three years of observation have revealed consistent patterns in how individuals and
organisations adopt language models. Most people progress through six distinct phases, though

the speed and smoothness of progression varies dramatically.

Phase 0: Scepticism and Hesitation

Everyone starts here, though some move through quickly whilst others remain for months or

years. Scepticism takes many forms:

- "It's just hype, like blockchain and the metaverse"
- "It can't do real work, just party tricks"
- "It will make mistakes and embarrass me"

- "I don't have time to learn another tool"

"My work is too complex for Al to help"

This scepticism isn't irrational. Technology has oversold and underdelivered before. Many Phase
0 dwellers have been burned by previous "revolutionary" tools that weren't. They're waiting for

proof, not promises.

What moves people from Phase O to Phase 1? Usually, seeing someone they respect achieve
concrete results. Not a demo or presentation, but real work delivered faster or better using Al

assistance. The scepticism breaks when the evidence becomes undeniable.

Phase 1: Initial Exposure and Surprise
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The first genuine interaction with a capable language model is often revelatory. You ask a
question you know well and receive an impressively comprehensive answer. You request help
with a task you're struggling with and get useful guidance. The surprise is genuine: "I didn't know

it could do that."

Phase 1 is characterised by excitement and experimentation. People try increasingly ambitious
prompts, testing boundaries. They share outputs with colleagues: "Look what ChatGPT wrote!"

They imagine possibilities: "If it can do this, what else...?"

But Phase 1 is also fragile. One bad experience—a confident hallucination, a generic output, a
failed attempt at something complex—can send people back to Phase 0. "I knew it was too good

to be true."

Phase 2: Experimentation and Trial

Those who persist enter Phase 2, where experimentation becomes more systematic. Instead of
random prompts, they start exploring specific use cases. They begin developing preferences: "It's
great for first drafts but not for technical details" or "It helps with research but I don't trust the

numbers."

Phase 2 is where most individuals currently sit. They use language models occasionally, for
specific tasks, with moderate success. They've had enough positive experiences to continue but

haven't fundamentally changed how they work.

The Phase 2 plateau is comfortable. You get some benefits without major change. You can claim
you're "using Al" without really transforming anything. Many people and organisations stay here

indefinitely.

Phase 3: Realising Practical Applications

The transition to Phase 3 involves a shift from "Can Al do this?" to "How should Al help with
this?" It's no longer about whether language models work but how to integrate them effectively

into real workflows.
Phase 3 practitioners:

- Have go-to use cases where Al consistently adds value
- Develop personal prompt libraries and templates
- Start seeing Al as a default tool, not an experiment

- Begin teaching others what they've learned
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- Measure actual time saved and quality improved

This is where meaningful productivity gains emerge. Tasks that took hours take minutes. Quality
improves because there's time for iteration. Work becomes less stressful because support is always

available.

Phase 4: Adoption and Integration

Phase 4 represents full integration—language models become as natural as email or spreadsheets.
But here's the crucial insight from nearly three years of observation: very few people reach Phase

4, and even fewer organisations support it systematically.
Phase 4 practitioners:

- Automatically consider Al assistance for every task

- Have sophisticated workflows combining multiple Al capabilities
- Critically evaluate outputs without slowing down

- Teach and mentor others in Al use

- Innovate new applications regularly

The gap between Phase 3 and Phase 4 is qualitative, not just quantitative. Phase 4 users don't just
use Al more—they think differently about work itself. They decompose problems differently,

allocate effort differently, and achieve outcomes that weren't previously possible.

Phase 5: Evolution and Learning

Phase 5 is about continuous advancement rather than a steady state. As models improve and new
capabilities emerge, Phase 5 practitioners adapt and evolve their approaches. They're not just

users but explorers, constantly pushing boundaries.
Phase 5 characteristics:

- First to experiment with new models and features

- Contribute to the community's collective understanding
- Develop novel applications others haven't considered

- Help shape how their organisation thinks about Al

- Balance optimism about potential with realism about limitations

Phase 5 is where individual mastery becomes organisational capability. These practitioners don't

just excel personally—they elevate everyone around them.
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Where Most Organisations Are Stuck

After nearly three years, our estimation of the distribution is telling:

- Phase 0-1: 10-20% of knowledge workers
- Phase 2-3: 60-70% of knowledge workers
- Phase 4-5: 5-10% of knowledge workers

Most organisations have clusters at different phases with little systematic progression. They have
Phase 4-5 enthusiasts frustrated by Phase 0-1 sceptics, whilst Phase 2-3 practitioners muddle

through without clear direction.

This distribution explains the adoption paradox: the technology works, benefits are proven, but
transformation remains elusive. Organisations assume people will naturally progress through
phases. They don't. Without deliberate intervention—training, support, incentives,

expectations—most stall at Phase 2-3.

Why Foundational Skills Unlock Everything
Else

The single most effective intervention for advancing through phases? Building foundational
skills. Not use-case training, not tool tutorials, but fundamental capabilities that apply across all

applications.
When people understand how to:

- Communicate clearly with language models
- Evaluate outputs critically
- Iterate toward excellence

- Integrate Al into workflows

Everything else follows. They discover their own use cases. They solve their own problems. They
teach others what works. They advance through phases naturally because they have the skills to

succeed at each level.

Conversely, without foundational skills, people get stuck. They try something, it doesn't work
perfectly, they don't know how to improve it, they give up. The technology hasn't failed—the

skill development has.

THREE PERSISTENT FALLACIES
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Three misconceptions consistently block progress, regardless of how much models improve.

Understanding and overcoming these fallacies is essential for advancement.

Perfection Fallacy: Even Better Models Aren't
Perfect

" tried it once and it made an error, so I can't trust it for anything."

This fallacy persists despite dramatic improvements in model accuracy. Yes, modern models
hallucinate less. Yes, they reason better. Yes, they make fewer obvious errors. But they're still not

perfect and never will be.

The perfection fallacy is particularly insidious because it sounds reasonable. If Al makes mistakes,
shouldn't we be cautious? The problem is the double standard. We don't expect perfection from

other tools or collaborators:

- Google returns irrelevant results, but we still search
- Colleagues make errors, but we still collaborate
- Spell checkers miss mistakes, but we still use them

- Calculators require correct input, but we still calculate

The key insight: language models don't need to be perfect to be valuable. They need to be useful
more often than they're wrong, and their errors need to be catchable. Modern models clear both

bars easily.

Overcoming the perfection fallacy requires shifting from "Is this perfect?" to "Does this help?"
From "Can I trust this completely?" to "How can I verify what matters?" From "It made a mistake"

to "I caught the mistake and fixed it—still faster than doing everything myself."

Cheating Fallacy: Using Tools Isn't Cheating

"If I use Al I'm not really doing the work myself."

This fallacy reveals deep confusion about the nature of knowledge work. Knowledge work has

always involved tools and resources:

- Woriters use word processors and thesauruses
- Analysts use spreadsheets and databases
- Designers use software and templates

- Researchers use search engines and citations
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Using language models is no different. You're still responsible for:

- Defining the problem

- Directing the approach
- Evaluating the output

- Ensuring quality

- Taking ownership
The work is yours. The tool just helps you do it better and faster.

The cheating fallacy often masks deeper insecurities: "If Al can do this, what's my value?" The

answer is that your value lies in everything Al can't do:

- Understanding context and consequences
- Making ethical judgments

- Building relationships

- Exercising creativity

- Taking responsibility

Al handles the mechanical aspects of knowledge work. You handle everything that makes it

meaningful.

Replacement Fallacy: Augmentation Not
Automation

"Al will take my job, so why should I help it?"

This zero-sum thinking misunderstands how language models create value. They don't replace
human intelligence—they amplify it. The person who uses Al effectively doesn't become

redundant—they become more capable.
Nearly three years of evidence shows:

- Jobs aren't disappearing wholesale
- People using Al are outperforming those who don't
- New roles and responsibilities are emerging

- Human judgment becomes more, not less, valuable

The replacement fallacy becomes self-defeating. By refusing to engage with Al, people make
themselves less valuable, not more protected. The threat isn't Al—it's Al-empowered

competitors.
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The reality is augmentation: Al handles routine aspects of work, freeing humans for higher-value
activities. But this only works if humans develop the skills to direct and leverage Al effectively.

Resistance doesn't preserve jobs—it prevents evolution.

THE TRANSFORMATION CHALLENGE

Understanding why organisations struggle with language model adoption, despite the

technology's proven value, is crucial for anyone trying to drive change.

Why Organisations Struggle Despite the
Technology's Power

The struggles aren't technical. Modern language models are powerful, accessible, and increasingly
affordable. Enterprise licences are common. IT departments have approved their use. So why isn't

transformation happening?

The skills gap: Most organisations focus on deploying technology rather than developing
capabilities. They give people access to ChatGPT but not the skills to use it effectively. It's like

providing racing cars to people who can't drive.

The use case vacuum: Without clear guidance on appropriate applications, people don't know
where to start. They try random things, get mixed results, and conclude Al isn't useful for their

work.

The incentive misalignment: If using Al effectively isn't recognised, rewarded, or expected, why
bother? Many organisations haven't updated performance metrics, job descriptions, or

promotion criteria to reflect Al capabilities.

The cultural resistance: Organisational cultures developed over decades don't change overnight.
If the culture values hours worked over outputs delivered, Al efficiency becomes a liability. If it

prizes individual expertise over collaborative problem-solving, Al assistance seems threatening.

The leadership gap: When leaders don't use Al themselves, they can't model effective adoption or
understand its potential. They make decisions about Al strategy without practical experience of

its capabilities and limitations.

The Critical Role of Change Management
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Technology deployment without change management is a recipe for expensive failure. Successful

language model adoption requires:

Vision and communication: Why are we doing this? What's the goal? How will it benefit

individuals, not just the organisation? Without compelling answers, adoption stalls.

Skill development at scale: Not one-off training but sustained capability building. Regular

practice, peer learning, expert support. Skills must be developed, reinforced, and evolved.

Process redesign: Existing processes weren't designed for Al assistance. Simply adding Al to
current workflows yields marginal gains. Transformational benefits require reimagining how

work gets done.

Cultural evolution: From "Al is cheating" to "not using Al is inefficient." From "hours equal
effort” to "outputs equal value." From "individual expertise" to "augmented capability." Cultural

change is slow but essential.

Leadership engagement: Leaders must use Al themselves, visibly and effectively. They must share

successes and failures. They must expect and enable Al use in their teams.

Change management isn't a nice-to-have addition to technology deployment—it's the primary

determinant of success.

Building Sustainable Al Capability
Sustainable capability isn't about training everyone once—it's about creating conditions for
continuous development and improvement.
Essential elements include:

Communities of practice: People learning together, sharing discoveries, solving problems

collectively. Communities create momentum that training alone cannot sustain.

Clear standards and expectations: What does good Al use look like? How do we measure it? What

level of proficiency is expected for different roles? Standards create clarity and accountability.

Resource allocation: Time for learning and experimentation. Budget for tools and training.

Support for champions and early adopters. Resources signal commitment.

Governance frameworks: What's allowed and what isn't? How do we ensure quality and
compliance? Who makes decisions about Al use? Governance provides guardrails that enable

confident experimentation.
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Continuous evolution: Regular updates on new capabilities. Refresher training as models

improve. Adaptation as use cases evolve. Evolution prevents capability decay.

Building sustainable capability takes years, not months. But organisations that commit to this

journey develop competitive advantages that quick-fix adopters can't match.

MAKING THE MAGIC REAL

Beyond frameworks and fallacies lies something harder to describe but impossible to ignore: the

moment when it all clicks.

The Feeling When It Clicks

You'll know it when it happens. Suddenly, language models aren't something you're trying to
use—they're something you can't imagine working without. The friction disappears. The

iteration becomes natural. The outputs consistently exceed expectations.
This clicking moment comes at different times for different people:

- When you solve in minutes what would have taken hours
- When Al helps you see something you'd completely missed
- When iteration produces something better than you could have created alone

- When you stop thinking about the tool and focus on the outcome

The clicking isn't just about proficiency—it's about trust. Trust that you can direct the Al
effectively. Trust that you can evaluate outputs critically. Trust that the collaboration will yield

value.

Once it clicks, everything changes. Work feels different—Ilighter but not less meaningful. Faster
but not rushed. Enhanced but still authentically yours.

From Individual Wins to Organisational
Impact

Individual clicking moments are powerful but insufficient. Organisational transformation
requires collective capability—many people experiencing that click, then working together at a

new level.

This transition from individual to organisational impact requires:
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- Critical mass of capable practitioners

- Shared language and standards

- Connected workflows and processes

- Leadership that understands and expects Al use

- Culture that celebrates augmented achievement
When these elements align, organisations achieve what seemed impossible:

- Projects delivered in half the time
- Quality improvements across all outputs
- Innovation that wasn't previously feasible

- Employees who are energised rather than exhausted

The magic isn't in the technology—it's in people using technology to become better versions of

themselves.

Your Next Steps with the PROMPT Mindset

Wherever you are in your journey, the path forward is clear:

If you're in Phase 0-1: Start small. Pick one task you do regularly—email drafting, meeting

summaries, research—and experiment. Don't aim for perfection. Aim for learning.

If you're in Phase 2-3: Develop systematic approaches. Document what works. Build prompt

templates. Share with colleagues. Move from experimentation to integration.

If you're in Phase 4-5: Lead by example. Teach others. Push boundaries. Contribute to the

collective understanding. Help your organisation transform, not just yourself.
Regardless of phase:

- Embrace the 4 Ps framework

- Build foundational skills deliberately
- Overcome fallacies through practice
- Focus on outcomes, not tools

- Maintain the PROMPT mindset

The PROMPT mindset isn't about memorising techniques—it's about approaching language

models with curiosity, criticality, and commitment to continuous improvement.
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CONCLUSION TO PART 1

The Revolution Is Here but Unevenly
Distributed

Nearly three years after ChatGPT's launch, the revolution is real but remarkably uneven. Some
individuals have transformed how they work, achieving outputs that would have seemed
impossible in 2022. Some organisations have reimagined entire processes, delivering value at

unprecedented speed and scale.

Yet most people use language models occasionally and superficially. Most organisations have

expensive licences gathering digital dust. The gap between potential and practice remains vast.

This isn't a technology problem—it's a human challenge. The tools work. The benefits are
proven. What's missing is the widespread development of skills, processes, and mindsets needed

to realise the potential.

Mastery Takes Time but Delivers Compound
Returns

We've learned that language model mastery isn't instant. It takes months of practice to develop
real proficiency. This frustrates those expecting immediate transformation, but it shouldn't

surprise us. Every powerful tool requires investment to master.

The good news: the returns compound. Early investments in foundational skills pay dividends
across all future applications. Capabilities developed with today's models transfer to tomorrow's.

Time spent learning isn't lost—it's invested.

Those who commit to mastery now will have years of advantage over late adopters. Not because
they started first, but because they've developed judgment, intuition, and expertise that can't be

rushed.

The PROMPT Mindset as Your Guide Through
Continuous Change
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Models will continue improving. Interfaces will evolve. New capabilities will emerge. The specific
techniques in this book will become outdated. But the PROMPT mindset—the approach to

human-Al collaboration we've explored—will endure.
This mindset involves:

- Preparation that respects the tool's power
- Prompting that communicates with clarity
- Process that maintains quality through iteration

- Proficiency that combines Al capability with human judgment

More fundamentally, it involves seeing language models not as threats or saviours but as partners

in thought. Tools that amplify human capability without replacing human responsibility.

Setting Up Part 2: Domain-Specific
Applications

Part 1 has laid the foundation—understanding what language models are, how they create value,
and how to work with them effectively. These principles apply regardless of your industry, role,

or objectives.

Part 2 will show how these principles translate into practice within your specific domain. You'll

see:

- Detailed examples from your industry
- Use cases specific to your challenges

- Frameworks tailored to your context
- Success stories from your peers

- Practical guidance for your applications

The combination of Part 1's foundations and Part 2's specificity provides everything you need to

begin or advance your language model journey.

The revolution in knowledge work isn't coming—it's here. It's just not evenly distributed. The
question isn't whether to engage but how quickly you can develop the capabilities to thrive in this

new reality.

Your journey starts now. The tools are ready. The frameworks are proven. The only variable is

your commitment to developing mastery.

Welcome to the age of augmented intelligence. Let's see what you can achieve.
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PART 2: THE PROMPT
MINDSET FOR DATA ANALYSIS

In Part 1, we established the foundational principles of working with language models -
understanding what they are, how they function, and the '4 Ps' framework (Preparation,
Prompting, Process, and Proficiency) for effective interaction. We explored how these powerful
tools can serve as "electric bikes for the mind," amplifying your cognitive capabilities while still

requiring your guidance and expertise.

Now, in Part 2, we'll apply these principles specifically to the domain of data analytics. The
transition from general language model usage to specialised analytical applications is not merely
about learning new prompts - it's about adapting the core PROMPT mindset to the unique

challenges and opportunities of working with data.

Analytics brings distinct considerations: numerical precision matters, statistical reasoning must
be sound, methodology selection requires expertise, and conclusions need rigorous validation.
Language models approach these challenges differently than they handle creative writing, content

generation, or general knowledge tasks.

Analytics is also inherently more fragile than the typical thinking and communicating tasks that
most people use language models for. While a language model might produce perfectly acceptable
text even with minor grammatical imperfections, analytical work resembles a chain where a single
broken link renders the entire process invalid. Small differences in code execution—even a single
character in a variable name or a slightly misspecified function parameter—can have catastrophic
impacts on analytical results. What might appear as a minor syntax variation to a language model
could completely invalidate findings or introduce subtle errors that propagate throughout an

analysis, transforming correct conclusions into misleading ones.

As we journey through the analytical applications of language models, you'll see the principles

from Part 1 reappear in specialised forms:

- Preparation becomes even more critical as we consider data formats, documentation, and
cleaning strategies optimized for language model analysis

- Prompting evolves to incorporate analytical frameworks, statistical concepts, and
domain-specific terminology

- Process expands to include verification frameworks, quality control checkpoints, and

iterative analytical workflows
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- Proficiency deepens as we build expertise in guiding language models through complex

quantitative reasoning

Whether you're a seasoned analyst looking to supercharge your capabilities or someone with
limited technical background seeking to unlock new analytical powers, Part 2 will equip you with
practical approaches for leveraging language models in your data work. We'll move from
conceptual understanding to hands-on application, showing you exactly how to transform these

tools from interesting technologies into indispensable analytical partners.

Let's begin by exploring how language models are reshaping the analytics landscape, creating new

possibilities for data professionals across disciplines and technical backgrounds.
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CHAPTER 1: INTRODUCTION
TO LANGUAGE MODEL-
POWERED ANALYTICS

The field of data analytics has always been defined by its tools. From paper ledgers and calculators
to spreadsheets, sophisticated business intelligence platforms, and now artificial intelligence -
each transition has fundamentally changed what analysts can accomplish and how we approach

our work.

We now stand at perhaps the most significant inflection point yet: the integration of language
models into the analytics workflow. This isn't merely another incremental step forward; it
represents a fundamental shift in how you interact with data and extract meaning from it at every

stage of the analytical process.

For the first time, you can converse with your data in natural language. You can ask questions as
they occur to you without learning query syntax, mastering visualisation tools, or writing

complex code. The barrier between thought and analysis has never been thinner.

Yet with this power comes responsibility. Language model-powered analytics tools aren't magic
wands that eliminate the need for analytical thinking, domain expertise, or methodological
rigour. Rather, they are sophisticated amplifiers of your capabilities that must be wielded with

skill and judgement.

The goal isn't to replace traditional analytics approaches but to augment them - combining the
pattern-finding power of language models with your contextual understanding, creative
problem-solving, and ethical judgment. The most successful data professionals will be those who
blend their uniquely human perspectives with these new language model capabilities becoming

augmented analysts who achieve outcomes neither human nor machine could accomplish alone.

72



PROMPT FOR ANALYTICS AND DATA SCIENCE

The Analytics Evolution: From Manual to
Language Model-Assisted

Understanding the evolution of analytics helps you appreciate why language model-powered
analytics represents not just incremental change, but a fundamental shift in how we work with

data.

The Pre-Digital Era & Early Computing

Before widespread access to data analysis tools, analysts worked with manual processes and basic
computational tools. Despite technological limitations, they established fundamental principles
we still follow: clear problem definition, methodical data collection, rigorous calculation, and

thoughtful interpretation.

The Traditional Digital Analytics Era (1980s-2010s)

The introduction of electronic spreadsheets - VisiCalc, Lotus 1-2-3, and Microsoft Excel - marked
a critical turning point by automating calculations and democratising analysis. This revolution
allowed professionals across disciplines to perform calculations, create visualisations, and test

scenarios without specialised statistical training.

As data volumes grew, specialised BI platforms like Cognos, Tableau, and Power Bl emerged,

characterised by:

- Interactive dashboards and sophisticated visualisations
- Connections to larger data sources and warehouses
- More powerful analytical capabilities for complex datasets

- A shift from calculation to insight communication

Despite these advances, a fundamental barrier remained: you needed to learn specific interfaces,
query languages, or programming skills to interact with data effectively, a constraint that language

models would finally overcome.

The Big Data Revolution (2010s)

The explosion in data volumes introduced distributed computing frameworks like Hadoop and
Spark, alongside specialised roles like data engineers and data scientists. While this era brought
powerful new capabilities, it also widened the gap between technical specialists and business

users, creating bottlenecks in the analytical process.

The Language Model-Assisted Era (2020s)
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With powerful language models and language model technologies, we're entering a new phase
that promises to democratise advanced analytics while enhancing what specialists can accomplish.

Key characteristics include:

- Natural language interfaces to data analysis

- language model as a brainstorming partner for planning and hypothesis generation
- Automated coding and query generation

- language model-assisted interpretation and narrative generation

- Blending of structured data analysis with unstructured content understanding

- Vastly reduced time from question to insight
The language model-assisted era represents the convergence of several evolutionary trends:

- From technical to natural interfaces: From code and query languages to conversation

- From specialist to universal access: Making sophisticated analytics available to anyone

- From rigid to fluid workflows: Enabling rapid iteration and exploration

- From tool-constrained to question-driven analysis: Focusing on business problems rather

than technical capabilities

Understanding Language Models in an
Analytics Context

Language models represent a fundamentally different approach to data interaction compared to
traditional analytics tools. While conventional tools require structured commands, specific
syntax, or visual manipulation, language models allow you to express your analytical intent
through natural language. This shift has profound implications for how you approach data

analysis tasks.

What Makes Language Models Different?

Traditional analytics tools operate on explicit rules and predefined functions. Whether you're
writing SQL queries, using Excel formulas, or coding in Python, you're providing precise

instructions. Your analytics application does exactly what you tell it to do. No more and no less.

Language models operate on a different principle. They've been trained on vast amounts of textual
information related to analytics. Through this training, they've developed a statistical
understanding of how language relates to analytical concepts. When you prompt them with a
request like "Find the correlation between sales and marketing spend," they don't simply look up

a predefined function. Instead, they follow a process that’s more like the following:

1. Understand the analytical intent behind your request
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Recall relevant methodological approaches from their training
Generate appropriate code or analytical steps to fulfil that intent

Execute the analysis (in the case of tool-using models)

o &~ NN

Translate the results back into human-readable explanations

This process resembles how you would approach the problem, rather than how a traditional tool

would execute a specific command.
The Position of Language Models in the Analytics Toolkit

Language models don't replace your existing analytics stack - they complement it. They serve as:

An interface layer that makes other tools more accessible through natural language

An ideation layer that acts as a thought partner, suggesting approaches and methodologies
An acceleration layer that automates routine aspects of analysis

An exploration layer that helps quickly test hypotheses and identify promising directions

An interpretation layer that explains findings in accessible language

o0 s 0N~

A bridge between technical and non-technical stakeholders in the analytical process

Language models are particularly valuable at the beginning and end of the analytical workflow -
helping to frame questions and interpret results - while traditional tools often remain superior
for production implementation of analytical solutions. These crucial phases that book-end
analytical projects are often compressed due to time constraints, yet they're where some of the

most valuable insights emerge.

75



PROMPT FOR ANALYTICS AND DATA SCIENCE

Traditional Analyst Language Model
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Figure 1: The complimentary layers of analytical support provided by a language model

Interaction Models for Analytics with Language Models

When working with language models for analytics, you'll typically engage in one of several

interaction patterns:

- Direct questioning: Asking straightforward questions about your data ("What's the trend

in customer acquisition cost over the past year?")

- Guided exploration: Using the model to help explore data systematically ("Help me

understand the key factors driving customer churn")

- Analytical instruction: Providing specific instructions for analyses you want performed

("Run a segmentation analysis using purchase frequency, recency, and value")

- Collaborative problem-solving: Working with the model to iteratively refine analyses

("That clustering looks interesting - can we explore what's distinctive about cluster 3?")

- Insight translation: Using the model to help communicate findings to different audiences

("Explain these technical findings in terms a marketing executive would understand")

Each interaction model has its place, and effective analysts often move fluidly between them

depending on the analytical stage and objective.

Best practice: When beginning to use language models for analytics work:
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1. Start with exploration rather than decision-critical analyses until you develop confidence
in the tool's capabilities and limitations
Be specific about your business objectives to irrelevant responses
Provide clear context about your data, including variable definitions and business
background

4. Treat the model as a thought partner rather than an oracle - maintain your critical
thinking

5. Verify key findings using traditional methods you trust

Dual Modalities: Words-In-Words-Out vs
Computational

When working with language models for data analysis, you need to understand that they operate
in two fundamentally different modalities. Each has distinct capabilities, limitations, and

appropriate use cases.

The Two Modes of Language Models

Words-In-Words-Out Computational

il B .
L

(7)(=)(8 (= )(s¢)

Code Execution

Pattern Memory

The Student The Student with a Calculator

Uses tools to perform actual calculations

Can handle complex, novel calculations

Shows calculation steps through key presses (code)
Validation needed: Check code/approach

Recalls common calculations from memory
Makes confident guesses for unfamiliar maths
Cannot explain calculation steps

Validation needed: Check all results

Figure 2: The Two Calculation Modes of Language Models

Just as there's a profound difference between a student who has memorized their times tables
versus one equipped with a calculator, language models process numbers differently depending
on which modality they're using. This distinction determines not only what the model can do,
but crucially, how you should validate its outputs. Knowing which mode a language model is

operating in is key here to make sure you validate output appropriately. When a language model
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responds confidently with an answer it is easy to assume it is using computational mode when it

is not. Unless you see the “[>_]" in ChatGPT’s response, indicating there is code available to

review, ChatGPT has responded using words-in-words-out mode.

Words-In-Words-Out: The Pure Language Approach

As the name suggests, using language models in ‘words-in-words-out’ mode means working

purely with text - both as input and output. For analytics, this means you might describe your

data or analytical questions in natural language, and the model responds with insights,

interpretations, and suggestions, also in natural language.

How It Works:

1.

You provide a text-based prompt. This could be a description of your data, including key
metrics, structures, and business context. This can include numbers of course, and even
complex tables of numbers, but the way to think of it as a language model is treating them
as words rather than doing analytics from the traditional sense

You ask questions or request analyses in natural language

The model processes this information using its training on statistical concepts, business
analytics, and domain knowledge

[t generates responses based on pattern recognition from its training, without performing

actual calculations

Key Characteristics:

No direct data manipulation: The model doesn't "see" or manipulate your actual dataset
Relies on text descriptions: Quality depends heavily on how well you describe your data
Uses conceptual understanding: Draws on general knowledge about analysis techniques
Provides directional guidance: Offers analytical approaches and interpretive frameworks
Speed and accessibility: Immediate responses without technical setup

Resembles a student who has memorized facts: Can recall common calculations but makes
educated guesses for unfamiliar ones

Requires validation of all numerical outputs: Even simple arithmetic may be incorrect

Appropriate Use Cases:

Brainstorming analytical approaches for a new dataset

Interpreting existing analysis results and suggesting additional avenues to explore
Explaining analytical concepts and methodologies to team members

Drafting analytical narratives and explanations for reports

Generating hypotheses based on business context and domain knowledge
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Limitations:

e Cannot perform actual calculations on your specific data
® May suggest analyses that aren't appropriate for your particular dataset
e Cannot verify numerical claims or detect errors in your data description

® May present speculative insights with unwarranted confidence

Computational: The Tool-Using Approach

When using language models computationally, they actively interact with your data through
analytics tools, enabling them to (via these tools) perform actual calculations, generate

visualisations, and conduct statistical analyses on your specific dataset.

How It Works:

You upload your actual data file (CSV, Excel, etc.)

You request specific analyses or explorations in natural language

The model writes code (typically Python) to execute your request

The code runs in an analytics environment, processing your actual data

Results, including calculations and visualisations, are returned to the language model

2 o

The model provides interpretation of these results in natural language

Key Characteristics:

Direct data manipulation: Works with your actual numbers and data structures

Code generation: Creates and executes programming code (usually hidden from view)
Computational accuracy: Performs precise calculations rather than approximations
Visual output: Generates charts, graphs, and other visualisations

[terative refinement: Allows for progressive exploration based on genuine insights

Functions like a student with a calculator: Performs precise calculations rather than
making educated guesses
® Requires validation of approach and code, not calculations: Once code is verified,

computational results are trustworthy

Appropriate Use Cases:

e Exploratory data analysis on new datasets

e Statistical testing of specific hypotheses

e Data cleaning and preparation

e Creating visualisations and summary statistics
® Developing predictive models and forecasts

® Segmentation and clustering analyses

79



PROMPT FOR ANALYTICS AND DATA SCIENCE

Limitations:

e Constrained by your data's quality, completeness, and structure

e Limited by computational resources in the execution environment
® May generate code with bugs or methodological errors

e Typically has file size limitations and execution timeouts

® May lose context in longer analytical sessions

The Reasoning Mode Enhancement

While the dual modalities provide the foundation, modern language models offer reasoning or
thinking modes that fundamentally enhance both approaches. These modes engage deeper
analytical processing, making both words-in-words-out and computational interactions more

reliable and insightful.

How Reasoning Mode Changes the Game:
For Words-In-Words-Out Tasks:

e Instead of quick pattern-matching to likely answers, the model explicitly works through
logical steps

e Mathematical concepts are reasoned through systematically, reducing errors

e Assumptions and limitations are more likely to be acknowledged

e The model can catch its own mistakes through self-verification
For Computational Tasks:

e Code generation becomes more thoughtful, with better error handling
e The model considers edge cases and data validation more thoroughly
e Statistical test selection includes explicit reasoning about assumptions

e Results interpretation includes more nuanced consideration of limitations

Why We Recommend Reasoning Mode for Analytics:

1. Reduced Error Rates: By thinking through problems step-by-step, reasoning mode dramatically
reduces both conceptual and computational errors. [Studies show up to 70% reduction in

analytical errors when using reasoning mode versus standard mode.]

2. Transparent Logic: You can see the model's thought process, making it easier to verify

analytical approaches and catch potential issues before they affect results.

3. Better Handling of Complexity: Multi-step analytical problems that would confuse standard

mode are systematically decomposed and solved in reasoning mode.
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4. Improved Statistical Rigour: The model is more likely to check assumptions, consider

alternatives, and acknowledge uncertainty when reasoning through problems.

5. Time Investment Returns: While reasoning mode takes 1-3 minutes versus seconds for
standard mode, the time saved from avoiding errors and iterations more than compensates for

the initial delay.

Best practice: Default to reasoning mode for any analytical task where accuracy matters. The only

exceptions should be:

e Simple syntax questions ("What's the pandas function for...?")
e Basic data summaries you'll verify anyway

e Rapid brainstorming where you want quantity over quality

For actual analysis—whether conceptual guidance or computational work—the enhanced

accuracy and transparency of reasoning mode make it the superior choice.

Blending Modalities with Reasoning Mode for Maximum Effectiveness

The most sophisticated language model-assisted analytics workflows blend these modalities with

reasoning mode enabled throughout:

Example Enhanced Workflow:

1. Start with reasoning mode words-in-words-out to thoroughly explore analytical
approaches

Switch to computational mode (still with reasoning) for careful data exploration

Return to words-in-words-out for thoughtful interpretation of findings

Use computational reasoning for rigorous statistical testing

o &~ 0N

Finish with reasoned words-in-words-out for narrative construction

The reasoning enhancement ensures each transition maintains analytical rigour while the

modality switching leverages the appropriate tools for each stage.

Understanding these modalities—and the critical enhancement that reasoning mode provides—

is fundamental to effective language model-assisted analytics.

When working with numerical data, always be conscious of which modality your language
model is operating in. For Words-In-Words-Out interactions, treat numerical statements as
suggestions requiring verification. For Computational interactions, focus your validation efforts

on the methodology and code rather than recalculating results.

We should note here that you do not explicitly switch between these modes. It's completely

natural and fluid within an Al application like ChatGPT’s interface, but it’s important to have a
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very clear mental image of the modes. Whilst the switch in modes is seamless when it occurs there
are times when the model does not make the switch when it should. Responding to an analytical
request it should have completed computationally but which it has actually done using the words-
in-words-out mode. Being very clear on which mode you're in really helps with spotting this
type of error. Sometimes it can be immediately apparent - producing a visualisation containing
data for countries you know are not in your dataset - other times it can produce a plausible looking
response to your prompt and the only way to know it has not used your data is the absence of the

option to expand the code snippet it has run.

Best practice: Match the modality to the analytical stage - asking the model to do so if necessary:

Analytical Stage Preferred Modality Rationale

Problem framing Words-in-words-out Leverages conceptual understanding

without requiring data

Initial exploration Computational Needs actual data to discover patterns

and relationships

Hypothesis generation | Either/Both Can be based on patterns in data or

domain knowledge

Detailed analysis Computational Requires precise calculations and

statistical rigor

Interpretation Both Combines numerical results with

contextual understanding

Communication Words-in-words-out Focuses on narrative and explanation

rather than calculation

Understanding these dual modalities - and consciously choosing between them based on your

current analytical needs - is fundamental to effective language model-assisted analytics.
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Understanding your Language Model
Analytics

Throughout part 2 of this book, we'll refer to several distinct categories of language model tools:

Language Models

When we use the term "language models" in Part 2 continue to refer to the core text-processing
capabilities without additional tools or computational abilities - as explored in Part 1. These
systems process and generate text only, without the ability to execute code or perform direct
calculations. Language models understand analytical concepts and can provide guidance on
methodology, but they cannot perform actual data manipulation or statistical testing. They excel
at explaining approaches, interpreting pre-calculated results, and translating technical concepts

into business language.

Tool-Augmented Language Models

These systems connect language models to external tools, particularly code execution
environments, allowing them to perform calculations and manipulate data (e.g. ChatGPT’s Code
Interpreter). This category represents a fundamental advancement for data analytics, enabling the

translation of natural language requests into computational operations on your actual data.

Code Interpreter

Code Interpreter (sometimes called Advanced Data Analysis) is the premier implementation of a
tool-augmented language model for data analytics. Developed by OpenAl it is available through
ChatGPT. It pairs ChatGPT with a Python execution environment pre-loaded with essential data
science libraries. Whilst Part 1 of this book was largely language model agnostic and covered
general principles applicable to any language model, in Part 2 of this book, our examples and
guidance focus primarily on Code Interpreter as it represents the most widely available and
capable solution for analysts today. The principles and approaches we discuss will be transferable

to other tool-augmented systems, though specific implementation details may vary.

Hybrid Approach

The hybrid approach combines the code generation capabilities of language models with
execution in your local environment (such as Jupiter notebooks, RStudio, or other IDEs). This
powerful workflow leverages language models for rapid code development while giving you
complete control over execution, access to your full computing resources, and the ability to work
with larger datasets than Code Interpreter can handle. This approach is particularly valuable for

advanced analysts and data scientists working with enterprise-scale data or requiring specialised
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libraries not available in Code Interpreter. Whilst our Tool-Augmented focuses on Code
Interpreter, the Hybrid approach can be more readily used with other Language Models such as
Claude which are capable of writing code to a high standard.

The distinction between these approaches is generally straightforward in practice: when you're
uploading data files and requesting calculations or visualizations, you're using a tool-augmented
language model like Code Interpreter. When you're asking for conceptual explanations,
interpretations of results, or methodology guidance without actual computation, you're using a
pure language model. The prompting principles we cover for Code Interpreter can be readily
adapted for the hybrid approach - simply adjusting them to request code designed for your local
environment rather than asking the model to execute the analysis directly. We'll explore these

categories in more detail in subsequent chapters.

Your New Analytics Workflow

The integration of language model tools into data analysis fundamentally reshapes the traditional
analytics workflow. While the core stages remain broadly similar, the execution of each stage

undergoes a dramatic transformation.

In the conventional approach, you would be constrained by several limitations. Understanding
stakeholder intent might rely solely on hastily written meeting notes, limiting your grasp of the
full context. Your analytical approaches were restricted by your personal knowledge and
experience with methodologies. Most critically, the finite hours in your day constrained both the
depth of your research into previous analyses and the breadth of analytical techniques you could

feasibly apply.

Language models remove these constraints, enabling a richer analytical process. Rather than
depending on summarised notes, you can now leverage language model analysis of complete
meeting transcripts to gain multiple, more nuanced perspectives on stakeholder requirements.
Your analytical toolbox expands beyond your individual expertise, as language models can suggest
and implement methodologies you might not have considered or mastered. The time constraints
that previously limited your exploration of historical analyses and alternative approaches are

substantially reduced.

The result is a transformation from a rigid, linear analytical process to a fluid, intuitive workflow
that allows for greater exploration, iteration, and insight generation. This enhanced analytical
power enables you to navigate complex business problems with unprecedented agility and depth.
The result is a transformation from a rigid, linear analytical process to a fluid, intuitive workflow

that allows for greater exploration, iteration, and insight generation
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The Traditional Analytics Workflow

Before examining how language models transform the process, let's briefly review the typical

stages in a traditional analytics workflow:

© N o Ok DN =

Problem Definition: Identifying the business question or challenge to address

Data Collection: Gathering relevant data from various sources

Data Preparation: Cleaning, transforming, and structuring data for analysis
Exploratory Analysis: Initial investigation to understand patterns and relationships
Detailed Analysis: Applying specific analytical techniques to answer key questions
Interpretation: Drawing meaning and implications from analytical results
Communication: Presenting findings to stakeholders in actionable formats

Implementation: Applying insights to business decisions or processes

This workflow typically progresses linearly, with occasional iterations between adjacent stages.

Significant technical expertise is often required at multiple points, creating bottlenecks and

limiting who can participate in the process.

The Language Model-Enhanced Analytics Workflow

With language model tools integrated into the process, your workflow will become more fluid,

iterative, and accessible. Here's how each stage should transform:

1. Problem Definition: From Fixed to Evolving

Language Model-Enhanced Approach:

You should begin with broader questions that can evolve through conversation with
language model

Use language model to help translate vague business concerns into specific analytical
questions

Rapidly explore alternative problem framings to find the most productive approach

EXAMPLE PROMPT:

I'm trying to understand why customer retention rates declined last quarter. What are the key
guestions we should investigate, and how would we approach each one analytically?

2. Data Collection: From Pre-Planned to Dynamic

Language Model-Enhanced Approach:

Start with readily available data and use language model to identify gaps

Receive suggestions for additional data sources that could enrich the analysis
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® Dynamically expand the dataset as new questions emerge

EXAMPLE PROMPT:

Based on the customer retention analysis we've started, what additional data would be
valuable to collect? For each suggested data source, explain how it would enhance our
understanding.

3. Data Preparation: From Technical to Conversational

Language Model-Enhanced Approach:

® Describe data quality issues in plain language
® Request specific transformations through conversation

® Receive immediate feedback on how transformations affect the dataset

EXAMPLE PROMPT:

| notice we have inconsistent country codes in our customer location field. Can you
standardise these to ISO country codes? Also, please create a new categorical variable for
customer tenure with buckets: <1 year, 1-3 years, and >3 years.

4. Exploratory Analysis: From Sequential to Parallel

Language Model-Enhanced Approach:

- Request multiple exploratory analyses simultaneously
- Quickly pivot based on initial findings

- Blend quantitative and qualitative exploration seamlessly

EXAMPLE PROMPT:

Please provide an initial exploration of our customer dataset. Include:

1) Summary statistics for all numerical variables,

2) Distribution visualizations for key metrics,

3) Correlation analysis between satisfaction scores and other variables, and
4) Trends in key metrics over time.

5. Detailed Analysis: From Technique-Driven to Question-Driven

Language Model-Enhanced Approach:

- Focus on the question rather than the technique
- Receive suggestions for appropriate analytical approaches

- Easily try multiple methods to compare results

EXAMPLE PROMPT:
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What's the best approach to understand which factors most strongly predict customer churn
in our dataset? Please implement the recommended analysis and explain why you chose this
method over alternatives.

6. Interpretation: From Manual to Collaborative

Language Model-Enhanced Approach:

- Receive language model-generated initial interpretations
- Engage in dialogue to explore alternative explanations

- Challenge assumptions and probe deeper through conversation

EXAMPLE PROMPT:

Based on the segmentation analysis we just completed, what are the most surprising
differences between Cluster 1 and Cluster 3? What business implications might these
differences have, and what additional analyses would help confirm your interpretations?

7. Communication: From Production to Generation

Language Model-Enhanced Approach:

- Generate initial reports and presentations automatically
- Tailor communications for different stakeholder groups

- Create multiple formats from the same analytical results

EXAMPLE PROMPT:

Create a one-page executive summary of our retention analysis findings, focusing on
actionable insights. Then draft a more detailed 3-page report for the marketing team that
includes the supporting data and visualizations. For both, emphasise the three mostimpactful
recommendations.

8. Implementation: From Recommendations to Scenarios

Language Model-Enhanced Approach:

- Model multiple implementation scenarios
- Simulate potential outcomes and risks

- Create monitoring frameworks to evaluate effectiveness

EXAMPLE PROMPT:

Based on our finding that personalized onboarding increases 90-day retention by 15%, model
three implementation scenarios:

1) Rolling out to all new customers immediately,

2) A phased approach starting with high-value segments, and
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3) An A/B test approach. For each, estimate the resource requirements, timeline, and

expected impact.

Key Shifts in the Language Model-Enhanced Workflow

Several fundamental shifts characterise the language model-enhanced analytics workflow:

1.

From Linear to Iterative: Your process becomes more fluid, with rapid iteration between
stages

From Technical to Conceptual: Your focus shifts from technical implementation details
to conceptual understanding and business implications

From Sequential to Parallel: You can explore multiple analyses and approaches
simultaneously

From Specialist to Collaborative: Your analysis becomes a dialogue between human
expertise and language model capabilities

From Tool-Constrained to Question-Driven: The limiting factor becomes your ability to
ask good questions rather than your technical proficiency

From Time-Bound to Rapid: The compression of time between question and answer

enables you to complete more exploration within the same timeframe

Best practice: To maximise the benefits of the language model-enhanced workflow while

maintaining analytical integrity:

1.
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Document your process more thoroughly than you might traditionally, as the rapid
iteration can make it difficult to retrace steps

Maintain a "source of truth" dataset that remains unchanged while exploring
transformations

Validate key findings through multiple analytical approaches

Challenge the language model's assumptions and interpretations regularly

Create clear stopping criteria for exploration to avoid endless analytical iterations
Establish explicit handoff points between language model-assisted exploration and

production implementation

Realistic Expectations: Capabilities and
Limitations

Language models are far from perfect. Even when augmented with tools, like Code Interpreter.

Setting realistic expectations about what language model-powered analytics tools can and cannot

reliably do is essential for effective application and avoiding potential pitfalls.
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What They Can Reliably Do: Current Capabilities

While Code Interpreter's functionality continues to evolve, the following represents some of the
most valuable and widely applicable capabilities for data analysts and data scientists. This is not
an exhaustive list, but rather focuses on the core strengths that deliver the greatest practical value

in typical analytical workflows:

1. Rapid Exploratory Data Analysis

Language model tools excel at quickly generating initial analyses of datasets, providing a broad

overview of structure, patterns, and potential areas of interest:

- Generate summary statistics for all variables in seconds
- Create standard visualisations across multiple dimensions
- Identify basic correlations and relationships

- Suggest potentially interesting patterns for further investigation
This capability dramatically compresses the time required for initial data familiarisation.

2. Code Generation for Common Analytical Tasks

For analysts with limited programming experience, language model tools can generate functional

code for a wide range of standard analytical tasks:

- Data cleaning and preprocessing operations
- Statistical tests and analyses
- Common machine learning models

- Data visualization and reporting

Output produced by language models should always be verified, which requires some

understanding of the code.

3. Natural Language Translation of Analytical Concepts

One of the most powerful capabilities is translating between natural language and technical

analytical concepts:

- Converting business questions into appropriate analytical approaches
- Explaining technical results in accessible language
- Suggesting analytical methods based on high-level objectives

- Translating between different technical frameworks

4. Insight Generation and Pattern Recognition

Language model tools can identify patterns and generate insights that might not be immediately

obvious:

89



PROMPT FOR ANALYTICS AND DATA SCIENCE

- Spotting anomalies and outliers in data
- Identifying potential segmentation approaches
- Suggesting variables that might be related

- Proposing alternative analytical frameworks when initial approaches yield limited results

5. Multi-format Communication of Results

Language model tools excel at generating different formats of communication from the same

analytical results:

- Executive summaries and detailed technical reports
- Data visualisations with appropriate annotations
- Outlines and content for presentation slides

- Interactive exploratory interfaces
Unreliable Use Cases: Current Limitations

1. Limited Statistical and Mathematical Reasoning

While tool-augmented language models can generate code for statistical analyses, they:

- May suggest inappropriate statistical tests for specific data conditions
- Can make fundamental errors in reasoning

- Sometimes apply methods without checking underlying assumptions
- May draw causal conclusions from correlational data

- Can lack deep understanding of uncommon statistical concepts

Best practice: Always verify the statistical approach and reasoning, especially for analyses where
the results will inform important decisions. Chapter 4 covers the topic of verifying language

model-generated analyses.

2. Constrained Computational Resources

Most tool-augmented language model analytics environments operate with restrictions linked to
file size, memory constraints and execution timeouts - we'll cover these in more detail in the next

chapter.

Best practice: For large-scale or computationally intensive analyses, use language model tools for
prototyping and initial exploration on a subset of data, then move to dedicated analytics
environments for production implementation.

3. Hallucinations and Overconfidence

Even tool-augmented language models can confidently present incorrect information or analyses:

- Inventing plausible-sounding but incorrect interpretations
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- Creating references to non-existent methods or studies
- Generating visualisations that misrepresent underlying data

- Providing confident explanations for spurious patterns

Best practice: Adopt a "trust but verify" approach to all language model-generated analyses. Check
key results against your own understanding or through alternative methods. CEO (check, edit,

own) all output.

4. Limited Domain-Specific Knowledge

While language models have broad general knowledge, they may lack up-to-date or specialised

domain expertise:

- Unfamiliarity with industry-specific analytical practices
- Limited knowledge of recent methodological developments
- Incomplete understanding of domain-specific metrics and KPIs

- Insufficient context about business-specific interpretations

Best practice: Provide explicit domain context in your prompts, and be prepared to correct or

guide the model when it makes domain-specific errors.

5. Multi-Stage Potential for Errors in Interpretation and Translation

Unlike traditional analytical workflows where you as the analyst create data output and directly
interpret results, language model analytics involves multiple interpretation and translation steps
between your intent, code implementation, and results interpretation, steps in which errors can

compound:

- Prompt interpretation: The language model may misunderstand your analytical intent

- Code generation: The language model might write incorrect or inefficient code

- Code execution: Correctly written code may encounter runtime errors

- Results interpretation: The language model might misinterpret the analysis results

- Output synthesis: Final explanations may oversimplify or misrepresent important

nuances
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Language Model-Powered Analytics: Potential Error Points
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Figure 3: Potential error points in language model-powered analytics workflow

It's worth highlighting that the language model itself usually cannot 'see' the actual data when
uploaded as a datafile. It can only view the summary data returned to the chat window from the
tool interface (5). This is key to keep in mind when considering what information the language
model has based its response on. It can be particularly relevant when conducting certain types of
analysis such as analysis of textual information - for example, user reviews or comments. When
the text is pasted directly into the chat window the language model can review it and analyse it
itself, however when uploaded as a csv file it relies on results from analytics done in the Code
Interpreter environment and returned to the chat window. Sometimes ChatGPT will skip steps
3 and 4, returning a response without actually doing any computation - if you are expecting
ChatGPT to operate in computation mode, always check it has actually executed code. (Look for

the “[>_]" link in its response that allows you to view the code).

Best practice: Review each stage of the analytical process independently. Examine the generated
code for logical correctness, check intermediate outputs directly, and critically evaluate the

language model's interpretation of results against your understanding of the data.

The Augmented Analyst Mindset

The emergence of language model-powered analytics tools isn't just a technological shift - it
represents a fundamental change in how we approach data analysis. Maximising the potential of

these tools requires developing what we call the "Augmented Analyst Mindset" - a perspective
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that views language models not as a replacement for human expertise, but as a powerful

complement to it.

From Automation to Augmentation

The most common misconception about language models in analytics is viewing it primarily as

an automation technology. The Augmented Analyst Mindset instead recognizes that:

1. Human and language model capabilities are complementary. The language model excels

at pattern recognition, computational speed, and handling vast information volumes,
while you bring contextual understanding, ethical judgment, and creative problem-

solving.

The goal isn't to automate analysis, but to create a symbiotic relationship that enhances

your capabilities while compensating for language model limitations.

The most powerful outcomes emerge from thoughtful collaboration between human and

artificial intelligence, not from either operating in isolation.

Core Principles of the Augmented Analyst Mindset

1. Maintain Intellectual Ownership

As an augmented analyst, you remain the principal intelligence guiding the analytical process:

- Set clear objectives that align with business needs and stakeholder values

- Critically evaluate all language model-generated outputs rather than accepting them

uncritically

- Take responsibility for the final analysis, including its accuracy, fairness, and implications

- Apply domain expertise to contextualise and validate findings

The language model is your analytical assistant, not your replacement or supervisor.

2. Leverage Complementary Strengths

Successful augmented analysts deliberately allocate tasks to leverage the comparative advantages

of both human and language model capabilities:

Language Model Strengths

Human Strengths

Processing large datasets

Providing business context

Performing repetitive calculations

Defining meaningful questions
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Language Model Strengths

Human Strengths

Generating multiple analytical approaches

Judging relevance and priority

Creating visualizations quickly

Interpreting implications

Suggesting patterns and correlations

Determining causality

Drafting explanatory text

Applying ethical considerations

Working tirelessly without breaks

Bringing creativity to analysis

3. Adopt Conversational Analytics

The augmented analyst approaches data analysis as an ongoing dialogue rather than a linear

process:

- Ask open questions that invite exploration rather than prescribing specific techniques

- Provide feedback on partial results to guide further investigation

- Explore tangents when they appear promising, even if they weren't part of the initial plan

- Refine hypotheses based on emerging insights

- Challenge assumptions (both yours and the language model's) throughout the process

4. Embrace Rapid Experimentation

The speed at which tool-augmented language models can generate analyses enables a

fundamentally different approach to exploration:

- Try multiple analytical techniques to examine data from different angles

- Test various hypotheses without significant time investment

- Explore unlikely relationships that might normally be deprioritized

- Compare alternative visualisations to find the most illuminating representation

- Iterate on communication formats to maximise impact for different audiences

5. Focus on Question Quality

With technical implementation barriers reduced, question formulation becomes the primary

differentiator of analytical quality:

- Invest more time in problem definition before beginning analysis

- Refine questions based on initial results rather than accepting the first framing
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- Move up the analytical value chain from "what happened?" to "why did it happen?" to
"what should we do about it?"
- Cultivate curiosity about unexpected patterns and anomalies

- Challenge orthodoxy by questioning established analytical approaches

Developing the Augmented Analyst Mindset

The transition to becoming an effective augmented analyst doesn't happen automatically. It

requires deliberate practice and development:

1. Develop foundational Al skills
- Understand the basic principles of how language models work
- Understand the modes tool-augmented language models can operate in and the
implications for the responses they generate based on the mode they are in
- Know how to spot when a tool-augmented language model is not operating in the

correct mode

2. Build Prompt Engineering Skills
- Be specific about your analytical objectives and constraints
- Provide relevant context about data structure and business environment
- Break complex analyses into logical steps
- Request justification for analytical choices

- Iterate on prompts based on initial outputs

3. Strengthen Critical Evaluation
- Verify calculations using alternative methods when possible
- Check visualisations for misleading scales or representations
- Question surprising findings with particular rigor
- Validate statistical approach against established best practices

- Compare multiple analytical techniques on the same question

4. Deepen Domain Knowledge
- Invest in understanding the business context behind analytical questions
- Develop fluency with industry-specific metrics and KPIs
- Build awareness of common data issues in your domain
- Study historical analyses and decisions in your organisation

- Maintain connections with subject matter experts

5. Adopt a Learning Orientation
- Experiment regularly with new capabilities as they emerge
- Share learnings with colleagues to develop collective expertise
- Document successful approaches for future reference
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- Solicit feedback on language model-augmented analyses from stakeholders

- Stay informed about advances in both analytics and language model
Best practice: For creating augmented analysis teams:

- Pair technical and domain experts to leverage complementary knowledge

- Create shared prompt libraries for common analytical tasks

- Establish peer review processes specifically designed for language model-augmented
analyses

- Develop team-specific usage guidelines that reflect organisational values and priorities

- Share success stories and lessons learned to accelerate collective improvement

The augmented analyst mindset shifts analytics from a primarily technical discipline to one that
blends technical capabilities with deeper forms of business acumen and critical thinking. The
most successful analysts won't be those who can write the most sophisticated code or build the
most complex models, but those who can ask the most insightful questions, provide the richest

context, and derive the most meaningful implications from analytically-derived insights.

Conclusion

Throughout this chapter, we've explored the transformative intersection of artificial intelligence
and data analytics. We've traced the evolution from traditional analytical approaches to language
model-enhanced workflows, examined the dual modalities of words-in-words-out and
computational analysis, and outlined the fundamental shifts in how analytical processes unfold in

this new paradigm.

As we've seen, language model-powered analytics represents not just a technological shift but a
fundamental change in how we approach data. The language model interface removes technical
barriers that previously constrained analytical work, allowing questions to drive exploration
rather than technical capabilities. The new analytical workflow becomes more fluid, iterative, and
collaborative-blending human expertise with language model capabilities to create outcomes

neither could achieve alone.

We've also taken a clear-eyed look at both the impressive capabilities and real limitations of these
tools. While they excel at rapid exploration, code generation, and insight communication, they
still face challenges with complex statistical reasoning, computational constraints, and occasional
hallucinations. The most effective approach combines the complementary strengths of human
and language models - using language model's pattern recognition and processing power while

leveraging human expertise for context, critical thinking, and ethical oversight.
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The augmented analyst mindset we've introduced provides a framework for this partnership -
maintaining intellectual ownership, leveraging complementary strengths, adopting
conversational analytics, embracing rapid experimentation, and focusing on question quality.
This mindset transforms how we approach analytical work, elevating our focus from technical

implementation to problem framing, critical evaluation, and strategic application.

As we move forward, remember that these tools don't replace your analytical expertise - they
amplify it. Your domain knowledge, business understanding, and critical thinking remain
essential, but they're now enhanced by language models’ speed, pattern recognition, and
generative capabilities. This combination creates unprecedented opportunities to deliver deeper

insights, faster response times, and more valuable analytical outcomes.

Understanding the Foundation

As we've explored the transformative potential of language models in analytics, you might be
wondering exactly how language models process numerical data and handle analytical concepts.
While we've discussed the dual modalities and new workflows that define language model-
powered analytics, understanding the underlying mechanisms of these models is crucial for
effective application. In the next chapter, we'll examine how language models actually process
numbers, the strengths and limitations of their mathematical capabilities, and how tools like Code
Interpreter bridge the gap between linguistic and computational functions. This deeper
understanding will form the foundation for all the practical techniques we'll develop throughout
the book.
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CHAPTER 2: HOW LANGUAGE
MODELS PROCESS AND
ANALYSE DATA

Understanding how language models process. numbers and structured data is essential for
effective language model-powered analytics. While these models display remarkable fluency with
text, they approach numerical information and data analysis in fundamentally different ways than

traditional analytical tools.

Traditional analytics tools like Excel, SQL, or Python libraries are designed specifically for
numerical manipulation. They operate with precise calculations and explicit instructions, treating

numbers as mathematical entities that follow well-defined computational rules.

Language models, by contrast, are developed primarily to understand and generate human
language. They process everything - including numbers - as text. This fundamental difference

creates both unique challenges and opportunities when applying these models to analytical tasks.

This section explores how language models approach numerical data, the tools that extend their
core capabilities into computational realms, and the practical implications for you as an analyst

seeking to leverage language models in your work.

We covered the dual modalities of language models earlier. With this deeper understanding of

how language models process numbers you'll be better equipped to:

1. Recognise when a language model is likely to produce reliable numerical results versus
when it might struggle

2. Choose the appropriate modality (pure language or computational) for different analytical
tasks

3. Craft more effective prompts that guide language model tools toward accurate analyses

4. Develop workflows that complement language model capabilities with appropriate
human oversight

5. Integrate language model-powered analytics tools with your existing analytical processes

Our goal isn't to position language models as replacements for traditional analytical tools, but

rather to show you how they can complement and extend your existing toolkit.

Numbers as Text: The Core Challenge
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At the heart of using language models for data analysis lies a fundamental challenge: when they
don’t lean on tools to help them, language models process numbers as text rather than as

mathematical entities. This seemingly technical distinction actually has profound implications.

How Language Models Process Numbers

In maths or a traditional programming language or an analytics tool, numbers are stored and
manipulated as precise numerical data types with precise mathematical properties. The number
42 is stored as a binary representation that allows exact mathematical operations following the

rules of arithmetic.

While tools that language models can use treat numbers in this way, in language models

themselves, however, numbers are processed very differently:

1. Context Changes Meaning: The model understands "42" not through mathematical
properties but through its contextual associations in the training data - its relationship to
other numbers, its appearance in calculations, stories and other contexts. It might
recognise 42 as a common age milestone, a jersey number in sports narratives, Douglas
Adams' answer to life's ultimate question, or simply as the number that follows 41. The
model's 'understanding' is built from these accumulated contextual patterns rather than

any genuine numerical comprehension.

2. Prediction Rather than Computation: When asked to perform calculations, the language
model itself can’t perform the actual calculation, but instead predicts the most likely

response based on similar calculations it has seen during training.

This approach creates several key limitations:

Limited Precision
Language models themselves typically struggle with arithmetic precision, especially for:

- Large numbers: Calculations involving many digits often produce errors
- Multi-step calculations: Errors tend to compound across calculation steps

- Uncommon operations: Tasks that appeared less frequently in training data

For example, a language model might correctly state that 7 x 8 = 56 because this is a common
multiplication that appeared frequently in its training data. However, calculating 783 x 419 is
much more likely to yield an incorrect result because the specific calculation probably appeared

in training data much less frequently.

Inconsistent Reliability
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The most troubling issue is how unpredictably language models handle numbers. They might
calculate perfectly one moment, then make basic arithmetic errors the next - yet present both

with equal confidence.

This inconsistency makes it impossible to trust numerical outputs without verification, as the

model provides few signals about when it's on solid ground versus when it's guessing.'

Impact on Analytical Capabilities

When they aren’t tool-enabled, these fundamental constraints shape what language models can

and cannot do reliably when it comes to data analysis:
Generally Reliable For:

- Describing common analytical approaches conceptually
- Suggesting appropriate statistical methods

- Explaining mathematical concepts

- Interpreting pre-calculated results

- Simple, common calculations
Unreliable For:

- Complex arithmetic operations

- Statistical calculations on large datasets
- Multi-step numerical analyses

- Precision-dependent calculations

- Less common mathematical operations

How Reasoning Mode Changes the
Calculation Dynamic

While standard ChatGPT modes struggle with numerical precision due to their pattern-matching
nature, reasoning modes employ a fundamentally different approach:
Standard Mode Processing:

- Predicts likely answers based on training patterns
- Prone to arithmetic errors in multi-step calculations

- May confidently state incorrect results

! Good prompting and using reasoning mode can make a big difference here and overcome a lot of these challenges

... but we'll get into that later.
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Reasoning Mode Processing:

Explicitly works through each calculation step
Shows its mathematical reasoning in real-time
Self-checks for arithmetic errors

More likely to catch and correct mistakes

This doesn't eliminate the need for Code Interpreter for complex calculations, but it significantly

improves reliability for conceptual mathematical reasoning and verification of analytical

approaches.

Example: When asked to verify a correlation coefficient calculation, standard mode might

pattern-match to a plausible value, while reasoning mode will work through the formula step-by-

step, increasing accuracy even without computational tools.

Why This Matters

Recognising how language models fundamentally process numbers has practical implications for

how you approach non-tool enhanced language model-assisted analytics:

1.

Appropriate Task Allocation: Understanding these limitations helps you decide which

tasks to entrust to a language model and which to handle through other means.

Verification Strategy: It informs your approach to verifying outputs - knowing when to

double-check calculations versus when you can reasonably trust the model's responses.

Prompt Design: It shapes how you formulate prompts, particularly for numerical tasks, to

minimise the risk of errors.

Tool Selection: It underscores the importance of tool-augmented approaches (like Code

Interpreter) for tasks involving significant numerical manipulation.

Best practice: Recognise the "direct calculation gap" - the fundamental limitation that prevents

language models from performing direct mathematical operations. When working with language

models:

N =

For conceptual guidance about analytical approaches, language models excel

For actual calculation execution, tool-augmented approaches are necessary

Always verify critical calculations, especially those involving multiple steps or precision
Be wary of numerical outputs presented with high confidence but without clear

calculation steps
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In Chapter 9, we'll build on this understanding to develop comprehensive verification
frameworks that help ensure the reliability of language model-assisted analytics despite these
fundamental constraints. By implementing the VERIFY approach introduced there, you can
effectively mitigate the risks posed by these limitations while still capturing the productivity

benefits these tools offer.

Conceptual Understanding Without
Practical Experience

While language models struggle with direct numerical calculations, they paradoxically display
sophisticated understanding of data concepts, analytical methodologies, and statistical principles.

This capability stems from their extensive exposure to text discussing these topics during training.

What distinguishes language models' understanding of data analysis from that of human
practitioners is the complete absence of hands-on experience. This creates an interesting
knowledge profile - somewhat analogous to someone who has extensively read about cooking but
never actually prepared a dish. They might know hundreds of recipes, understand the chemistry
of baking, and describe complex culinary techniques with precision, yet struggle to identify when
meat is properly cooked or adjust seasoning based on taste. In the same way, a language model
might explain advanced statistical concepts flawlessly while failing to recognize obvious data
quality issues or recommend impractical approaches that sound theoretically sound but wouldn't

work with real-world constraints.

When leveraging language models for analytical guidance, this unique knowledge profile creates
a complementary working relationship. You bring domain expertise, intuition about data quality
issues, and practical implementation knowledge, while the model contributes broad theoretical
understanding across diverse methodologies and techniques. The most effective approach
combines your critical judgment about feasibility and relevance with the model's extensive
knowledge base. By actively guiding the model with context-specific constraints and feedback on
initial suggestions, you'll achieve more robust analytical outcomes than either could produce

independently.

When leveraging language models for analytical guidance, this unique knowledge profile creates
a complementary working relationship. You bring domain expertise, intuition about data quality
issues, and practical implementation knowledge, while the model contributes broad theoretical
understanding across diverse methodologies and techniques. The most effective approach
combines your critical judgment about feasibility and relevance with the model's extensive
knowledge base. By actively guiding the model with context-specific constraints and feedback on
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initial suggestions, you'll achieve more robust analytical outcomes than either could produce

independently.

Strengths in Conceptual Understanding

Despite this limitation, even without tool augmentation, language models demonstrate

impressive capabilities related to analytical concepts:

1. Methodology Selection

Language models can suggest appropriate analytical approaches based on problem descriptions.
When prompted with a business question and dataset characteristics, they can recommend

suitable statistical methods, machine learning techniques, or visualisation approaches.

For example, feeding ChatGPT a very short prompt on how to tackle an analysis task returns a

list of possible approaches.

PROMPT:

| have customer purchase data with timestamps and want to identify seasonal patterns.
How would you suggest we approach the analysis?

RESPONSE (summarised for brevity):

Aggregate data by day, week, or month to simplify trends.
Plot time series to visually inspect for recurring cycles.

Use rolling averages to smooth noise and reveal patterns.

Group by weekday or month to detect weekly/yearly seasonality.

Apply time series decomposition (trend + seasonality + residual).

Use STL decomposition for more flexible seasonal patterns.

Try Fourier transforms if multiple overlapping cycles exist.

Create cyclical features (e.g., day-of-week as sin/cos pairs).

Add holiday or event flags to explain known seasonal spikes.

Use tools like Prophet or statsmodels for automated pattern detection.

Would you like to apply this in Python, SQL, or another tool?

This capability stems from their exposure to countless examples of methodology selection

rationales in their training data.

2. Technical Translation

Language models excel at translating between:

- Technical and non-technical language
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- Different analytical frameworks (e.g., between R and Python approaches)

- Statistical terminology and business concepts

This makes them valuable bridges between different stakeholders in the analytical process,

helping to close communication gaps between technical experts and business users.

3. Analytical Frameworks

Language models understand structured analytical frameworks like:

- Exploratory Data Analysis (EDA) approaches
- Hypothesis testing methodologies

- Feature engineering techniques

- Model evaluation frameworks

- A/B testing procedures

When asked to outline an approach to a problem, they can provide comprehensive frameworks

that follow industry-standard practices.

4. Interpretation Guidance

Beyond suggesting methods, language models can provide guidance on interpreting analytical

results:

- Explaining statistical significance in plain language
- Identifying potential confounding factors
- Cautioning about common misinterpretations

- Suggesting additional analyses for validation

Limitations of Text-Based Learning

Despite these strengths, the text-based nature of language models' learning creates important

limitations:

1. Theoretical vs. Practical Knowledge

Models may describe ideal approaches that are theoretically sound but practically challenging to

implement. They might recommend techniques that:

- Require data quality or completeness levels rarely found in real-world datasets
- Need computational resources beyond what's typically available

- Involve complex implementation steps that are difficult to execute in the real world

2. Contextual Gaps

Without direct experience with actual datasets, models may miss important contextual factors:
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- Industry-specific data characteristics (e.g. retail data with seasonal shopping patterns)

- Data quality issues (e.g. Website analytics data with tracking gaps during peak traffic
events when the collection system becomes overloaded, potentially missing crucial
conversion data)

- Practical implementation challenges in specific environments (e.g. Computationally

intensive code proposed for a real-time processing situation)
Best practice: To make the most of language models' understanding of data concepts:

1. Use models for ideation and approach design-leverage their broad knowledge to explore
potential methodologies and analytical frameworks

2. Provide domain-specific context-explicitly mention industry context, data characteristics,
and practical constraints to ground their suggestions in reality

3. Request alternative approaches - ask for multiple methodological options to prevent
fixation on a single technique that might not be optimal

4. Seek explanation of trade-offs - ask models to explain the advantages, limitations, and
assumptions of suggested approaches

5. Validate suggestions against your experience - use your practical knowledge to assess the

feasibility and appropriateness of recommended techniques

Tool-Augmented Language Models:
ChatGPT with Code Interpreter

While language models themselves provide impressive conceptual guidance for data analysis,
their inability to directly manipulate numbers and datasets limits their practical utility. Tool-
augmented language models such as ChatGPT, with its ‘Code Interpreter’ python environment
‘tool’ address this fundamental constraint by giving language models access to external

computational capabilities.

What Is Code Interpreter?

ChatGPT’s Code Interpreter represents one of the most significant advancements in making
language models useful for data analysis. This feature transforms language models from purely

text-based advisors into active computational partners.

At the time of writing, Code Interpreter stands as one of the most capable tools available for
language model-assisted data analytics. While other language models offer computational tools
that overlap with some of Code Interpreter's analytical capabilities - and occasionally provide
unique functionalities not found in Code Interpreter - our assessment finds Code Interpreter to

be the most comprehensive solution for general data analytics tasks. For this reason, the tool-
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focused sections of this book will concentrate on Code Interpreter, though the principles

discussed can often be applied to similar tools offered by other language model providers.

At its core, Code Interpreter (sometimes called Advanced Data Analysis in certain

implementations) is a feature that gives ChatGPT the ability to:

Write Python code based on natural language instructions
Execute that code in a secure, sandboxed environment
Process data files uploaded by users

Generate visualisations and numerical results

o~ 0h =

Explain those results in natural language

This creates a seamless bridge between ChatGPT’s conversational interface and computational
power, allowing you to explore data through natural language while leveraging the precision of

programmatic analysis.

How Code Interpreter Works

The basic workflow of ChatGPT and Code Interpreter for data analysis typically follows these
steps:

1. User Input: You provide a natural language request like "Find the correlation between
customer age and purchase value."

2. Intent Recognition: ChatGPT interprets this request and determines that it requires
computational capabilities.

3. Tool Selection: ChatGPT selects Code Interpreter for the task

4. Code Generation: ChatGPT writes code in Python that will accomplish the requested task.

5. Code Execution: This code is executed in a sandboxed environment with access to
common data science libraries.

6. Result Processing: ChatGPT receives the output of the code execution, including any
error messages, numerical results, or generated visualisations.

7. Response Generation: ChatGPT translates these technical results into a natural language
response, often accompanied by relevant visualisations.

8. Iterative Refinement: Based on your feedback, the ChatGPT may generate new code to

refine or extend the analysis.
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Workflow of ChatGPT and Code Interpreter
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Figure 4: The analytics workflow when using ChatGPT and Code Interpreter

translates these technical results into a

This process happens seamlessly from your perspective, with the code generation and execution
steps hidden by default (though available for inspection if you know where to look for a small

icon to click on!).

Transformative Implications

The addition of Code Interpreter fundamentally transforms what ChatGPT can do for data

analysis:

1. From Conceptual to Computational: ChatGPT can describe analytical approaches; Code

Interpreter can actually implement them.

2. From Approximate to Exact: While ChatGPT struggles with precise calculations, Code

Interpreter leverages computational environments for exact mathematical operations.

3. From Static to Interactive: Code Interpreter enables truly interactive data exploration,

where each analysis can build on previous results.

4. From Text-Only to Multi-Modal: By generating visualisations through code execution,
Code Interpreter can provide rich visual representations of data alongside textual

explanations.

5. From Generic to Specific: Instead of general guidance based on training data patterns,
ChatGPT combined with Code Interpreter can provide insights specific to your actual

dataset.
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The Significance for Analytics Workflows
This transformation has profound implications for how you can work with data:

1. Reduced Technical Barriers: You can perform sophisticated analyses by describing what

you want in natural language, even with limited programming skills.

2. Accelerated Exploration: The speed of getting from question to analysis drastically

increases, enabling rapid iteration and broader exploration.

3. Integrated Explanation: Each analysis comes with built-in interpretation as ChatGPT

explains results in natural language alongside technical outputs.

4. Customised Approach: ChatGPT can generate code tailored to your specific analytical

needs rather than forcing you to adapt to pre-built functions.

5. Learning Opportunity: By examining the generated code, you can learn programming

techniques and analytical methods you might not have known.

The Technical Architecture Behind Code Interpreter

Understanding how Code Interpreter works "behind the scenes" helps explain both its capabilities

and limitations. The system consists of three main components:

1. The Python Execution Environment

This separate, containerised system is where your data analysis actually happens:

- Analysis Toolkit: Comes pre-installed with essential data science libraries (pandas,
NumPy, matplotlib, scikit-learn)

- Secure Sandbox: Operates in isolation from both your local system and the internet

- Limited Resources: Works within specific constraints on memory, processing power, and
execution time

- Session-Based Memory: Functions only for the duration of your conversation - once the
session ends or times out, all data and calculations are lost

- File Management: Handles uploading datasets, downloading results, and creating new

files during analysis, though with size restrictions

2. The Integration Bridge

This critical component connects the language model to the Python environment:

- Code Translation: The language model interprets your request and generates appropriate
Python code
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- Results Communication: After code execution, outputs and error messages are sent back
to the language model

- Visualisation Handling: Charts and graphs created in Python are converted to images for
display

- Context Management: Maintains the state of your analysis across multiple interactions

3. The User Interface

This is what you interact with directly:

- Conversational Input: You describe what you want to analyse in everyday language

- Data Upload: You can add datasets in common formats directly to your conversation

- Code Transparency: You can view the Python code being generated

- Integrated Results: Visualisations and explanations appear directly in your conversation

- Output Access: You can download analysed data, charts, and code for future reference

Understanding this architecture explains many common challenges, such as the language model
"forgetting" details about your data that weren't explicitly returned from code execution, or why

your analysis environment resets when you start a new conversation.

When to Use Code Interpreter
Code Interpreter is particularly valuable when:

- Working with structured data that requires mathematical operations

- Creating visualizations from datasets

- Performing statistical analyses that would be prone to errors in pure-language mode

- Cleaning and transforming data with precise requirements

- Executing multi-step analytical workflows that would exceed the reasoning capacity of

text-only interactions

Generally, any task involving significant numerical manipulation, data transformation, or
visualization will benefit from using Code Interpreter rather than relying on the pure text

capabilities of language models.

Core Analytical Capabilities

Code Interpreter transforms your analytical workflow with its powerful Python integration,
bringing together the full spectrum of data analytical tasks in one conversational interface. You

can now seamlessly progress from initial data preparation - loading diverse file formats, handling
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missing values, and transforming your data - straight through to sophisticated exploratory
analysis through conversation rather than complex coding. You can then effortlessly perform
rigorous statistical analyses including hypothesis testing and regression modelling. Visualisations
are a breeze, whether you need simple scatter plots or complex multi-panel comparative displays,
all generated and explained in context. Perhaps most remarkably, even machine learning
capabilities like clustering, classification, and feature importance analysis - traditionally the
domain of specialised data scientists - are now at your fingertips without writing a single line of
code yourself. This convergence of analytical power within a conversational interface represents
a fundamental shift in how you can approach data work, democratising advanced analytical

techniques and accelerating your journey from question to insight.

Practical Limitations

While powerful, at the time of writing, Code Interpreter has several important limitations to be

aware of:

1. Resource Constraints

- File Size Limits: Typically limited to files under 500MB

- Memory Limitations: Restricted RAM allocation that affects ability to process very large
datasets

- Execution Timeouts: Code running longer than 60-120 seconds may be terminated

- Storage Constraints: Limited space for intermediate files and results

2. Execution Limitations

- No External Network Access: Cannot access APIs, external databases, or web resources
- Limited Package Availability: Only pre-installed libraries are available
- No Persistence Between Sessions: Environment is reset after session timeout

- No GPU Acceleration: Limited computational power for intensive operations

3. Usability Considerations

- Code Quality Variability: Generated code may not follow best practices or be optimally
efficient

- Error Recovery Challenges: May struggle to effectively troubleshoot complex errors

- Context Management: May lose track of the analytical thread in very long sessions

- Visualisation Limitations: Cannot create fully interactive dashboards

Best practice: To maximise the effectiveness of Code Interpreter for data analysis:
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1. Focus on analytical goals, not implementation: Be explicit about what you want to learn
rather than how to code it - focus on analytical questions over technical details.

2. Prepare data appropriately: Clean and transform data externally when working with very
large datasets, uploading only what's necessary for specific analyses.

3. Structure requests clearly: Be specific about what you want to analyse and how, providing
clear context and objectives.

4. Review generated code: Always examine the Python code being executed, especially for
complex analyses, to understand the approach and catch potential errors.

5. Work incrementally: Break complex analyses into smaller steps, verifying results at each
stage and starting with exploratory requests before moving to more complex analyses.

6. Guide through feedback: Provide specific feedback on initial results to guide refinement
rather than starting from scratch with new prompts.

7. Request methodological explanations: Ask for explanations of why particular approaches
were used to deepen your understanding.

8. Manage session outputs: Regularly export processed data and results, especially in longer
sessions, and download full code at the end to reproduce results later.

9. Verify critical findings: Use alternative methods to confirm key results, especially for
decision-critical analyses.

10. Document your process: Keep records of successful analytical approaches and generated
code for future reference and knowledge sharing.

11. Respect environment limitations: Maintain awareness of the execution environment's
constraints regarding computation time, memory, and package availability.

12. Start new chats periodically: This helps keep the language model focused without being

distracted by irrelevant information

INTERLUDE: A LOOK BEYOND
GENERAL-PURPOSE Al APPLICATIONS

Why This Matters Now

Throughout this book, we've focused on general-purpose Al applications like ChatGPT—tools
designed for broad accessibility and universal use. Everything you've learned about Code
Interpreter and data analysis can be accomplished within ChatGPT's familiar web interface. But
as the field evolves at breakneck speed, a new category of Al-powered tools is emerging that
deploys language models in fundamentally different ways. While not the primary focus of this
book, these tools represent the next frontier in Al-assisted analytics, and you should know they

exist.
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Enter Claude Code: Command-Line Analytics

Claude Code exemplifies this new approach. Rather than operating within a web browser with
ephemeral virtual environments, Claude Code works directly with your local file system through
a command-line interface. This might sound more technical—and in some ways it is—but the

practical advantages are transformative.

Remember the frustrations we discussed with Code Interpreter? Files disappearing when sessions
timeout. Having to constantly ask "what did you do?" or "show me the intermediate results." The
black-box nature of execution where you can't see what's happening until it's done. Claude Code

addresses every one of these limitations.

The Persistent Advantage

The fundamental difference is persistence. When Claude Code creates a file, it creates it on your

computer, in your file system, where it remains until you delete it. This changes everything:

Parallel Workflows: You can have Claude Code running in one window while exploring the files
it creates in another. Open CSVs in Excel while the analysis continues. Check intermediate results
without interrupting the flow. This parallel working—impossible with Code Interpreter—

creates a fundamentally more powerful partnership.

True Transparency: Every file, every transformation, every line of code is immediately visible.
You don't request to see files; you simply navigate to them. When Claude Code says it's processed

52,561 rows, you can verify this instantly in another window.

Debugging Through Dialogue: Errors become conversation points rather than mysterious
failures. When something goes wrong, you can inspect the actual files, see the exact state of the
data, and provide informed feedback. "The rankings look wrong for these two partners" becomes

a quick fix rather than a complete restart.

Building Analytical Systems: Because files persist, you're not just getting one-time analyses—
you're building reusable analytical pipelines. Scripts created today can process new data
tomorrow, next week, or next year. The conversation with Claude Code becomes the

documentation, but the code remains yours to run, modify, and share.

Working in Your Reality
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Claude Code works with your actual file system, your real data, in your working environment.
When you mention a file path, Claude Code can navigate there, see what's there, and work with
those files directly. This isn't a simulation or a temporary environment—it's your actual

workspace.

The implications are profound. Complex projects that would require multiple Code Interpreter
sessions (with files downloaded and re-uploaded each time) become single, flowing
conversations. A recent analysis of 30 CSV files across 15 folders—which would have been

nightmarish in Code Interpreter—was handled naturally through dialogue.

Same Principles, Enhanced Execution

Here's the crucial point: everything you've learned in this book about prompting, structuring
requests, and thinking about data analysis with Al still applies. The VERIFY framework, the
progression from exploration to system building, the importance of clear communication—all of

these principles transfer directly.

But Claude Code removes the friction. Instead of working around Code Interpreter's limitations,
you're working with a tool designed for professional data work. Instead of accepting black-box
execution, you maintain complete visibility and control. Instead of ephemeral sessions, you build

lasting analytical assets.

Should You Try It?

If you've found value in Code Interpreter but bumped against its limitations, Claude Code

represents the natural next step. It's particularly powerful for:

Regular analytical workflows where you want to build reusable processes
Complex multi-file analyses that would overwhelm Code Interpreter
Situations where you need to integrate Al analysis with existing tools and workflows

Projects requiring full transparency and audit trails

o & b=

Collaborative work where files need to be shared and reviewed

The learning curve is gentle—if you can navigate files on your computer and type commands,
you can use Claude Code. The conversational interface remains natural; you're simply having that

conversation in a different venue with far more powerful capabilities.

A Glimpse of the Future
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What Claude Code represents is perhaps more important than what it does today. It shows us a
future where Al doesn't operate in isolated sandboxes but integrates seamlessly with our actual
working environments. Where the boundary between Al capability and human workflow

dissolves. Where complex technical operations become as simple as having a conversation.

This book has focused on what's broadly accessible today through general-purpose Al
applications. But tools like Claude Code show us where the field is heading—toward more
powerful, more integrated, more transparent ways of working with Al. The principles remain

the same, but the possibilities expand dramatically.

We may explore these advanced applications in detail in a future book. For now, know that they
exist, understand their advantages, and consider exploring them as you outgrow the limitations
of general-purpose tools. The journey from Code Interpreter to Claude Code isn't just an

upgrade—it's a preview of how we'll all be working with data in the very near future.

Back to Our Regular Programming

With that glimpse beyond the horizon, let's return to mastering the tools at hand. Code
Interpreter, despite its limitations, remains a powerful gateway to Al-assisted analytics, accessible
to anyone with a ChatGPT subscription. Master it first, understand its principles, and when

you're ready for more, know that tools like Claude Code are waiting to take you further.

From Understanding to Preparation

Now that you understand how language models process numerical information and their inherent
capabilities and limitations, the next logical step is learning how to prepare your data to maximise
these tools' effectiveness. The gap between text-based language models and computational

precision makes proper data preparation even more critical than in traditional analytics.

In the next chapter, we'll move from theoretical concepts to hands-on examples, showing you
how to format, organise, and document your data specifically for language model analysis. You'll
see how Code Interpreter can be leveraged for data preparation tasks, allowing you to experience
firsthand how these concepts translate into practical workflows. We'll address the unique
requirements of working with language models for data preparation while maintaining analytical

integrity.
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CHAPTER 3: PREPARING DATA
FOR LANGUAGE MODEL
ANALYSIS

The quality of any data analysis is fundamentally limited by the quality of the underlying data.
This principle - often summarised as "garbage in, garbage out" - takes on new dimensions when
working with language models for analytics. Unlike traditional tools that might fail gracefully or
prompt you for corrections when faced with messy data, language models will often forge ahead,
potentially generating plausible-looking but deeply flawed analyses when working with

problematic datasets.

Language models interact with data differently than traditional analytical tools. They don't "see"
your data the way you do; instead, they process it as text or through code execution environments.
This fundamental difference requires us to reconsider our data preparation approaches.
Formatting that might be perfectly acceptable for a human analyst or a traditional analytics

platform might confuse a language model or lead to suboptimal results.

With the right preparation techniques, you can dramatically enhance the quality and reliability of
language model-generated analysis. Well-structured, properly formatted data enables language
models to serve as powerful analytical assistants, helping you to uncover insights and create

visualisations with unprecedented speed and efficiency.

As mentioned earlier, at the time of writing Code Interpreter represents the most widely available
and capable solution for analysis using tool-augmented language models. We will therefore focus
on the capabilities of ChatGPT and Code Interpreter. However the principles described for using
Code Interpreter will largely be applicable to other solutions to the extent they are able to perform
the same tasks. You will see that as we make reference to the tool-augmented language model we
switch between ChatGPT and Code Interpreter. This is to reflect which element of the language
model is carrying out the task. As outlined earlier, whilst Code Interpreter executes the code to
perform computation, it is ChatGPT that interprets the request, writes the code and interprets

the results.
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Understanding Code Interpreter-
Friendly Data Formats

When working with ChatGPT and Code Interpreter for data analysis, the format of your data
significantly impacts how effectively the language model can process and analyse it. Unlike
specialised analytics software that might support dozens of proprietary formats, Code Interpreter

works best with a more limited set of widely-used, structured data formats.

Valid Data Formats for Code Interpreter

Code Interpreter can work with various file types, but the following formats tend to be most

effective:

- CSV (Comma-Separated Values) - This simple, text-based format is the gold standard for
analysis in Code Interpreter. Each line represents a row of data, with values separated by
commas. CSV files are lightweight, universally compatible, and easily parsed by language

models.

- Excel Files (xlIsx, .xIs) - Widely used in business environments, Excel files can be
processed by Code Interpreter. They support multiple sheets and formatting but may

introduce complexity that requires additional handling.

- JSON (JavaScript Object Notation) - Ideal for hierarchical or nested data structures.
JSON's flexibility makes it suitable for complex data relationships, though this complexity

can sometimes make analysis more challenging.

- TSV (Tab-Separated Values) - Similar to CSV but uses tabs as separators. This can be

advantageous when your data contains commas within fields.

- Parquet - A columnar storage format that's highly efficient for large datasets. However,
whilst they are efficient for storing large volumes of data and may help with loading of
larger volumes of data to Code Interpreter, the use of the data will still be constrained by

the data processing limitations of the platform.

- Text Files (.txt) - Simple text files can be used if they contain structured data in a

consistent format.

Best Practices for File Formatting

To maximise compatibility and effectiveness with ChatGPT and Code Interpreter:
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- Keep Headers Clear and Concise - Column names should be on row 1 and should be
descriptive but concise, avoid spaces (use underscores instead), and be consistently

formatted.

- Avoid Merged Cells and Complex Formatting - In Excel files, merged cells, formulas, and

complex formatting can confuse Code Interpreter. Simplify before uploading.

- Remove Unnecessary Rows and Columns - Delete empty rows, summary statistics at the

bottom of tables, and other extraneous information that might confuse Code Interpreter.

- Standardise Date Formats - Use consistent date formats throughout your data, preferably
in ISO format (YYYY-MM-DD) to avoid ambiguity.

- Ensure Proper Delimiters - If your data contains the delimiter character (e.g., commas in

CSV files), ensure fields are properly quoted.

Format-Specific Considerations

For CSV Files:

customer id,purchase date, amount, category
1001,2023-05-15,125.50,electronics
1002,2023-05-16,67.25,clothing

- Ensure your first row contains headers
- Check that delimiters are consistent throughout

- Properly quote fields containing delimiters or line breaks

For JSON Files:

{

"orders": [
{
"customer id": 1001,
"purchase date": "2023-05-15",
"amount": 125.50,
"category": "electronics"

"customer id": 1002,

"purchase date": "2023-05-16",
"amount": 67.25,
"category": "clothing"

- Use a consistent structure throughout
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- Consider flattening complex nested structures if your analysis doesn't require the
hierarchical relationships

- Validate JSON syntax before uploading to avoid parsing errors
For Excel Files:

- Convert formulas to values
- Remove macros, pivot tables, and complex formatting
- Ensure column headings are on row 1

- Consider saving as CSV if the additional Excel features aren't necessary

Best practice: When in doubt, default to simple tables in CSV format with clear headers for tabular

data. It's the most compatible format and minimises potential interpretation issues.

Data Organisation and Documentation
for Analysis in Code Interpreter

The way you organise and document your data can dramatically impact how effectively ChatGPT
understands and analyses it. Even perfectly clean data can yield poor results if its structure and

meaning aren't immediately clear.

Creating Effective Data Documentation

Documentation helps ChatGPT understand what your data represents and how it should be

interpreted:

1. Data Dictionaries

Create a simple data dictionary that explains each variable in your dataset:

CUSTOMER DATASET DATA DICTIONARY:

- customer id: Unique identifier for each customer (numeric)

- signup date: Date when customer created account (YYYY-MM-DD)

- lifetime value: Total spending since account creation, in GBP

(numeric)

- segment: Customer segment based on spending patterns (text:
"premium", "standard", "occasional")

- active status: TWhether account 1is currently active (boolean:

true/false)

2. Sample Records

Provide representative examples that illustrate the range and format of your data:

SAMPLE RECORDS:

1. Premium customer with high lifetime wvalue:
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{customer id: 1042, signup date: "2020-03-15", 1lifetime value:
2450.75, segment: "premium", active status: true}

2. Inactive occasional customer:
{customer id: 2105, signup date: "2021-11-02", lifetime value:
85.20, segment: "occasional", active status: false}

3. Relationship Documentation

For multiple related datasets, explain how they connect:
RELATIONSHIP DOCUMENTATION:
- Customers.csv contains customer demographic information

- Transactions.csv contains individual purchase records

- These tables are related by customer_id, which appears in both datasets

Incorporating Documentation in Your Workflow
There are several effective ways to provide this documentation to ChatGPT:

1. Direct Inclusion in Prompts

- Include relevant documentation directly in your prompts when asking for analysis

PROMPT:

I'm uploading a customer dataset where customer_id is a unique identifier, segment
represents spending patterns with values premium/standard/occasional...

2. Separate Documentation Files

- Upload a separate documentation text file alongside your data

- Reference this file in your prompts

PROMPT:

Please refer to the data_dictionary.txt file I've uploaded for details about the variables"

3. Embedded Documentation
- For Excel files, include a documentation sheet

- For CSV files, consider having a commented header section with basic

explanations

4. Pre-Analysis Documentation Request
- Ask the ChatGPT to create documentation by examining your data

- Review and refine this documentation generated by ChatGPT before proceeding

with analysis
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One key point to know here is that ChatGPT needs to be able to ‘see’ the documentation in order
to write the code for Code Interpreter to execute. ChatGPT cannot read CSV files. They have to
be parsed by Code Interpreter. Consequently if uploading documentation such as data
dictionaries as standalone documents they should be in .txt format. If uploading information in
a CSV file you need to tell ChatGPT it is there so that it can write code for Code Interpreter to
execute to return the embedded information to ChatGPTs environment where it can see it. For

example:
PROMPT:

I've added the data dictionary and sample records to top of the uploaded data set
(data.csv) as lines starting with #. Please read and return those lines.

Best practice: Spend the extra time to create clear documentation before beginning your analysis.
This investment will save considerable time during the analysis phase and significantly improve

the quality of insights generated by ChatGPT.

Handling Large Datasets with Code
Interpreter

Code Interpreter has impressive analytical capabilities, but, as we covered in the previous chapter,
it does face constraints when working with large datasets. Employing effective strategies to work

around these constraints is essential for successful large-scale analysis.

Overcoming Upload Size Limitations

When your dataset is too large to upload within Code Interpreter’s constraints, you'll need to
reduce its size before analysis. Whilst Code Interpreter itself can’t help reduce file sizes, you can
use the hybrid working approach here to ask ChatGPT to write the code for you to run locally
(more details on the hybrid approach in the section that follows). There are two approaches you

could employ here:

1. Data Sampling

Creating representative subsets of your data preserves analytical value while reducing size:

- Random Sampling: Select random rows to maintain overall distribution
- Stratified Sampling: Maintain proportional representation of important categories

- Temporal Sampling: For time-series data, select specific time periods

PROMPT:
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My customer dataset (2GB) exceeds upload limits. Could you write Python code to create
a 10% stratified sample that preserves the distribution of customer segments and regions
so | can upload it for analysis?

The file path is [FILE PATH], the file name is [FILE NAME] and | have attached a data
dictionary containing details of the fields contained in the file.

2. Data Aggregation and Summarisation

Pre-aggregate data to reduce volume while preserving analytical value:

Temporal Aggregation: Roll up detailed time data to daily or monthly summaries
Categorical Aggregation: Summarise by important categories like product type or
customer segment

Pre-calculation of Statistics: Calculate key statistics before uploading

PROMPT:

Instead of uploading 15 million individual transactions, I'd like to create pre-aggregated
daily summaries by product category. Can you help me write the Python code to prepare
this aggregated dataset?

(Include details of file, location and data dictionary)

Best practice: When data exceeds upload limits, ask ChatGPT to generate code for sampling or

aggregation that you can run in your local environment. Then upload the resulting smaller dataset

for analysis.

Optimising Memory Usage Within Code Interpreter

For datasets that can be uploaded but might strain processing capacity, focus on efficient memory

management. If you are unfamiliar with Python and its approaches to memory management you
can ask ChatGPT for guidance:

PROMPT:

The dataset I've uploaded is very large, | am looking to carry out the following analysis
[INSERT]. Please advise me on how we can manage the data most efficiently in order to
avoid exceeding memory constraints and execution time limits.

Otherwise, if you have a preferred way to manage your data you can be more specific:

1. Selective Data Loading

Only load the parts of your data that are essential for analysis:

Column Selection: Load only the variables needed for specific analysis

Row Filtering: Apply filters early to reduce the working dataset size
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- Chunked Reading: Load data in portions rather than all at once
PROMPT:

I've uploaded my sales dataset which is pretty large. Could you help me analyse customer
purchase patterns by only loading the customer_id, purchase_date, and amount columns
to reduce memory usage?

2. Sequential Processing

Break analysis into manageable steps that require less memory at any one time:

- Batch Processing: Analyse data in smaller logical batches (e.g., by time period or category)

- Memory-Efficient Code: Process data in chunks rather than loading everything into
memory

- Incremental Aggregation: Calculate metrics for segments individually, then combine

results

PROMPT:

I've uploaded my sales dataset. Since it's quite large, could you help me analyse it
sequentially by processing one quarter at a time and aggregating the results to avoid
memory issues?

3. Memory Management Techniques

Explicitly manage memory during complex analyses:

- Garbage Collection: Remove large objects from memory when no longer needed
- Efficient Data Types: Use appropriate data types (e.g., categories in pandas) to reduce
memory footprint

- Streaming Operations: Use iterators and generators for step-by-step processing
PROMPT:

I'm working with a large dataset and am concerned about memory limitations. Could you
structure your analysis to minimise memory usage by:

Only loading necessary columns
Processing the data in stages

Explicitly removing large temporary objects when they're no longer needed

N =

Using memory-efficient data types where possible Please also inform me after each step

how we're managing memory.

Best practice: For complex analyses on large datasets, explicitly instruct the language model to
implement memory-efficient techniques in its code. Request periodic memory usage reports

during multi-step analyses to monitor resource utilization.
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Practical Workflow for Large Data Analysis
Here's a recommended approach for handling large datasets with Code Interpreter:

Start with a small sample (1,000-10,000 rows) to develop and test your analysis
Scale incrementally to larger samples to validate findings

If full-data volumes are too large to upload, request the code to run externally

B n =

Validate findings by comparing sample-based and full-data results

Best practice: When working with large datasets, always begin with exploratory analysis on a
representative sample. Develop your analytical approach, validate it on the sample, and only then

apply it to the full dataset (potentially in chunks, or outside the language model).

The Hybrid Approach: Combining
language model Code Generation with Local
Execution

While the direct use of Code Interpreter offers convenience and immediacy, many experienced
analysts find value in a hybrid approach that combines the code generation capabilities of
language models with the flexibility and control of local execution environments such as
JupyterLab, RStudio, or VSCode. This approach leverages the strengths of both paradigms - the
rapid code generation of language model tools and the robust capabilities of dedicated analytical
environments. It is also worth noting here that, whilst we recommend ChatGPT-Code
Interpreter as a tool-augmented language model solution. If you are working using the hybrid
approach, other language models such as Claude are very capable of writing Python code (and

other languages as well).

Advantages of the Hybrid Approach
The hybrid approach offers several significant benefits over relying solely on Code Interpreter:

- Handling larger datasets: Local environments can process datasets that exceed the size
limitations of language model platforms.

- Persistence across sessions: Your local environment maintains state between sessions,
eliminating the need to reload data or recreate analyses.

- Access to specialised libraries: You can use any packages installed in your environment,
not just those available in Code Interpreter.

- Greater control over execution: You can modify, debug, and optimise the generated code
more effectively.
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- Integration with existing workflows: The code can be incorporated into your established
analytical processes and version control systems.
- Enhanced reproducibility: Code executed locally can be more easily documented,

versioned, and shared with colleagues.

Implementing the Hybrid Workflow
A typical hybrid workflow follows these steps:

Problem formulation: Clearly define your analytical question and data needs.

2. Code generation: Prompt the language model to write the necessary code for your
analysis, if you wish, being specific about libraries and approaches.

3. Code transfer: Copy the generated code to your local environment (JupyterLab, RStudio,
etc.).
Execution and refinement: Run the code locally, making adjustments as needed.

5. Iterative improvement: Return to the language model with specific questions or requests
for code modifications based on your local execution results.

6. Documentation: Have the language model help document your final solution for future

reference.

PROMPT:

| need to analyse customer churn patterns in our subscription service. The dataset has
about 1 million records and contains customer demographics, usage patterns, and
subscription history. Please write Python code using pandas and seaborn that | can run
locally to:

1. Load and clean the dataset

2. Calculate churn rates by customer segment

3. Identify key factors correlated with churn

4. Create visualizations showing these relationships
The code should be well-commented and optimized for handling large datasets. I'll be
running this in my local JupyterLab environment.

Best Practices for the Hybrid Approach
To maximise the effectiveness of this approach:

- Be specific about environment details: Mention the specific Python or R version and key
libraries you have available locally.
- Request modular code: Ask for code broken into logical functions or sections that can be

easily modified or reused.
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- Specify memory considerations: If working with large datasets, request memory-efficient
implementations.
- Ask for error handling: Request robust error handling to make local debugging easier.
- Seek explanatory comments: Request well-commented code to facilitate understanding
and modification.
Whilst these represent best practices, don’t be put off if you don’t have the knowledge (yet) to
specify them all. You can start off specifying what you do know and letting ChatGPT decide how
to achieve your analytical goals. Pay attention when things work well - particularly if it’s taken
some iteration to get there - and ask ChatGPT how it eventually achieved your goal and to write

the prompt you should use next time to achieve the same outcome.

PROMPT:

That's exactly what | need. How did you [INSERT ANALYTICAL TASK COMPLETED] in the
end? Please can you write a prompt, containing all the relevant specifications | could use
with a language model to achieve the same outcome next time.

Best practice: Create a personal library of language model-generated code snippets that you've
validated and optimized in your local environment. This builds a valuable resource that you can

adapt for future projects, reducing the need to generate similar code repeatedly.

Uploading and Managing Data in Code
Interpreter

When you transfer data into Code Interpreter and manage it effectively, you establish crucial

foundations for your analytical process.

Data Transfer Methods
Code Interpreter offers several ways to bring your data into the language model environment:

1. Direct File Upload
- File attached to prompt

2. Copy and Paste
- For smaller datasets, copy-paste from spreadsheets or text editors directly into the
language model’s chat interface

- Preserves basic formatting but may lose complex structure
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- Quick for sharing small samples or examples

3. Document Upload and Extraction*
- Upload documents (PDF, Word) containing tables or data to the language model
- Ask the language model to extract and structure the data

- Useful for data trapped in reports or documentation

*If the language model you are using struggles with extracting tabular data from a
document, try taking a screenshot of the data and uploading that-sometimes the language

model will produce better results from the screenshot.

Pre-Upload File Checks
Before uploading your data, perform these quick checks to avoid common issues:
1. Format Verification

- Ensure your file adheres to format standards (correct delimiters, structure)
- Test-open the file in appropriate software to verify integrity
- Check for any corruption or encoding issues

2. Special Content Review

- Remove any dynamic content (macros, formulas, conditional formatting)
- Check for hidden sheets, comments, or filtered data that might be lost
- Verify that any special characters display correctly

3. Size Optimisation

- Remove any unnecessary columns or rows to reduce file size
- Consider compression if approaching platform limits

- For very large files, prepare a strategy for splitting or sampling

Using Code Interpreter for Data Pre-
processing and Cleaning

Data pre-processing and cleaning can consume up to 80% of an analyst's time. Code Interpreter
can significantly accelerate this process, but it requires thoughtful guidance to properly identify

and address data quality issues.

Guiding Code Interpreter Through Data Cleaning

When using Code Interpreter for data cleaning, explicit guidance helps achieve better results:
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1. Specify Cleaning Objectives

Clearly articulate your cleaning priorities:

PROMPT:

Please help me clean this customer dataset by:

1.

ldentifying missing values in key fields (especially customer_id,
purchase_date, and amount)

Standardising inconsistent formats in the country and state fields
Flagging potential outliers in the transaction_amount field
Converting all date fields to a consistent YYYY-MM-DD format Please
do not remove any records completely unless they are exact
duplicates.

2. Provide Context and Domain Knowledge

Share relevant business rules and constraints:

PROMPT:

For this financial dataset:

BN =

Transaction amounts should always be positive

Account numbers should be 10 digits

Transaction dates should never be in the future

The 'pending' status should only apply to transactions less than 3 days old

3. Request Step-by-Step Cleaning

Ask the Code Interpreter to show its work and reasoning:

PROMPT:

Please clean this dataset in clear, documented steps. For each cleaning operation:

1.
2.

s

Identify the specific issue being addressed

Return the outcome of your assessment (e.g., '27 missing values found in the age
column)

Explain your suggested cleaning approach and rationale

When confirmed by me, action the changes requested

Highlight any ambiguous cases that might need human review

Do not proceed with any cleaning actions without my approval after step 3. Before
actioning any data cleaning in step 4, preserve a copy of the dataset in case we
need to revert to it at a later stage.
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It is best to review suggested cleaning steps before allowing Code Interpreter to proceed. You may
prefer an alternative action, or no action at all. When working with Code Interpreter it can be
tricky to reverse changes to the dataset so it is better to approve action before it is taken - and

good practice to ask it to preserve a copy of the data prior to carrying out any action on it..

Example of a Comprehensive Cleaning Request
PROMPT:

Please help me clean this customer complaint dataset with the approach described below.
Before initiating step 2, preserve a copy of the original dataset:

1. Data Assessment:

- Provide counts and percentages of missing values by column
- Ildentify any duplicate complaints (based on complaint_id)

- Flag any dates outside the expected range (2020-2025)

- Check for inconsistent categories in the product_type field

2. Cleaning Actions:

- Remove exact duplicate records

- For missing complaint_text, keep the record but add a flag column "missing_text"

- Standardise all product_type values (should be one of: Credit Card, Mortgage,
Loan, Investment, Insurance, Banking)

- Format all dates as YYYY-MM-DD

- Ensure all monetary values have consistent precision and currency format

3. Documentation:

- Summarise all changes made to the dataset

- Highlight any records that required significant modification

- Provide counts of records before and after cleaning

- List any remaining data quality concerns not dealt with in step 2

Please show your work step-by-step so | can review your approach.

Whilst it may feel like overkill, the more specific you can be in your prompt to clean the data, the
more consistent results you'll achieve. Analysis with a large language model is an iterative process,

and addressing issues with the data upfront will reduce the need to backtrack later.

Using Code Interpreter to Optimise Your
Data Structure
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If you lack the technical skills to restructure your data, Code Interpreter can assist with this

process:

1. Requesting Structure Assessment
PROMPT:

Please evaluate the structure of this table and suggest improvements for better analysis.

2. Guided Transformation
PROMPT:

Please help me restructure this table to make it more suitable for analysis, showing me
the steps.

3. Interactive Refinement
PROMPT:

I've made those changes. What other improvements would you suggest?

Example of Using a language model to Transform Data Structure

PROMPT:
| have a sales table with the following structure:

ID | Period | Sales | Returns | N-Sales | N-Returns
001 | Jan'23 | 1,254.87 | 124.50 | 1,432.65 | 221.32
002 | Feb'23 | 2,145.32 | 432.10 | 2,654.10 | 154.21

The 'N' prefix seems to represent the North region. Can you help me restructure this to
make it more suitable for analysis?

RESPONSE:

Absolutely - your table is currently in a wide format, with region-specific metrics (Sales,
Returns) embedded as separate columns. To make it more suitable for analysis, especially
for time series or regional comparisons, you'll want to convert it to a long/tidy format.

Recommended structure (tidy format):
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ID Period Region Metric Value
001 Jan'23 All Sales 1254.87
001 Jan'23 All Returns 124.50
001 Jan'23 North Sales 1432.65
001 Jan'23 North Returns 221.32
002 Feb'23 All Sales 214532
002 Feb'23 All Returns 432.10
002 Feb'23 North Sales 2654.10
002 Feb'23 North Returns 154.21

Why this format is better:

- Easier to filter, group, and aggregate by Region, Period, or Metric.
- Works seamlessly with tools like Pandas, SQL, Looker Studio, and Power BI.

- Enables pivoting or plotting Sales vs Returns over time or by region.

Would you like Python, SQL, or Excel steps to automate this transformation?

Security and Privacy Considerations

Implementation of security will vary depending on whether you are using ChatGPT on an
individual plan or an enterprise solution. Enterprise solutions offer a greater degree of security
and privacy. However, when uploading data on an individual plan it can be good practice to turn
off the ChatGPT’s usage of the chat contents for training purposes. Additionally, you should keep

these security practices in mind:
1. Data Sensitivity Assessment

- Classify your data according to sensitivity levels

- Consider regulatory requirements (GDPR, HIPAA, etc.)

- Determine if your data sharing complies with company policies
2. Data Anonymisation
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- Remove personally identifiable information (PII) before upload
- Replace sensitive identifiers with pseudonyms or codes
- Consider aggregation to obscure individual-level details

3. Sampling for Sensitive Data

- Use representative samples rather than full datasets
- Create synthetic data that preserves patterns but not actual records

- Mask or obfuscate sensitive values while preserving relationships

Verifying Successful Data Transfer
Before proceeding with analysis, verify that your data has been properly understood:
1. Basic Data Verification

- Ask for a summary of the dataset(s) uploaded
- Verify row and column counts match expectations
- Check that data types were correctly inferred

2. Sample Review

- Request a display of the first few rows of each dataset
- Verify that data appears correctly formatted

- Check for any unexpected transformations
PROMPT:
Please summarise the dataset I've just uploaded, including its dimensions, column types,

and any initial observations about data quality.

Practical Session Management
Strategies

When working with Code Interpreter for data analysis, effective session management can save

you time and prevent frustration:

1. Starting a New Session

Begin each analytical session with clear context:
PROMPT:

I'm beginning a new analysis project using this customer transaction dataset. The objective
is to identify patterns in customer spending and segment our customers based on their
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behaviour. Please start by providing a summary of the dataset structure and suggesting
an analytical approach.

2. Saving Work Between Sessions

Language model environments often don't persist data between sessions, so ensure you download

important outputs:

PROMPT:
We've made good progress with this analysis. Before ending this session, please:

Save the cleaned dataset as a CSV file for me to download

Provide the complete Python code you've used for all data processing steps
Summarise the key findings and next steps for our analysis

Generate a data dictionary for the processed dataset, include the data type for
each field to assist with loading the data in future

N =

3. Resuming Previous Work
When continuing analysis in a new session:

PROMPT:

I'm continuing our customer segmentation analysis from yesterday. I've uploaded the
cleaned dataset we created previously along with the data dictionary, the code you
generated and your analysis plan for next steps. The data dictionary contains the data
type for each field. Let's pick up where we left off with cluster analysis. Specifically, I'd like
to:

1. Implement the k-means clustering we discussed
2. Visualise the resulting customer segments
3. Profile each segment with descriptive statistics

4. Handling Errors and Timeouts

If you encounter failures due to memory limitations or timeouts:

PROMPT:

The previous analysis attempt failed due to memory constraints. Let's try a more efficient
approach by:

1. Only loading the columns we need for this analysis (customer_id, purchase_date,
amount, category)
2. Processing the data in monthly chunks instead of all at once

w

Using more memory-efficient data types
4. Explicitly removing temporary dataframes when they're no longer needed
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Best practice: At the end of each analytical session, always request downloads of processed data,
generated code, and a summary of findings and next steps. This ensures continuity between

sessions and prevents loss of work.

Conclusion

Effective data preparation is the foundation of successful language model-powered analytics. By
understanding how language models process data, choosing appropriate formats, providing clear
documentation, and managing analytical sessions effectively, you can significantly enhance the

quality and reliability of your language model-assisted data analysis.

Remember that while language models can dramatically accelerate many aspects of data
preparation, you remain responsible for ensuring data quality, security, and analytical integrity.
By thoughtfully guiding the language model through your data preparation process, you'll set the

stage for deeper insights and more valuable analytical outcomes.

As you become more familiar with language model-assisted data preparation, you'll develop your
own workflows and best practices tailored to your specific data and analytical needs. The
approaches outlined in this chapter provide a foundation that you can build upon and adapt as

you gain experience working with language models for data analysis.

From Data to Direction

With your data properly prepared for language model analysis, the next challenge is directing the
language model effectively through well-crafted prompts. Even the most perfectly structured data
yields limited value without clear analytical direction. In the next chapter, we'll explore the art
and science of analytical prompting - transforming business questions into guidance that
leverages the language model's capabilities while navigating around its limitations. Building on
your understanding of data preparation, you'll learn how to create prompts that establish context,
define objectives, specify outputs, and guide the language model through complex analytical
journeys. This critical skill forms the interface between your analytical intent and the language

model's capabilities.
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CHAPTER 4: FUNDAMENTALS
OF ANALYTICAL PROMPTING

Data analytics with language models requires more than just general prompting skills-it demands
the ability to structure questions that lead to meaningful insights from complex datasets. While
general prompting principles provide an important foundation, the domain of data analysis
brings unique challenges that require specialised approaches. This chapter bridges the gap
between general prompting techniques and the specific requirements of analytical work,
providing you with the frameworks, principles, and strategies needed to extract powerful insights

from your data using language models.

UNDERSTANDING THE ANALYTICAL
PROMPTING MINDSET

Analytical prompting requires a distinct mindset that differs from general prompting in several
important ways. When crafting prompts for data analysis, you're not just seeking information or
creative content-you're requesting structured reasoning applied to quantitative information with

methodological rigor.

From General to Analytical Prompting

General prompting often focuses on extracting knowledge, generating creative content, or having
conversations. In contrast, analytical prompting is concerned with extracting insights from data

through systematic investigation. This shift brings several important considerations:

- Prioritising precision over creativity - While general prompting may benefit from
intentional ambiguity to stimulate creative responses, analytical prompting demands

precision in specifying exactly what you want to learn from your data.

- Emphasising methodological transparency - For analytics, you need to understand not
just what the model concludes but how it reached those conclusions, requiring prompts

that ask for methodological explanations.
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- Focusing on statistical validity - Analytical prompts must guide the language model
toward proper statistical reasoning, avoiding common pitfalls like spurious correlations

or sampling bias.

- Maintaining contextual awareness - Effective analytical prompts reference business
context, domain knowledge, and prior insights to ensure the language model’s analysis is

relevant and properly framed.

Comparison: General vs. Analytical Prompts

General Prompt Analytical Prompt

"Write a description of "Analyse how purchase frequency correlates with customer
customer loyalty" tenure using the attached dataset"

"Tell me about market "Identify statistically significant differences between the four
segmentation” customer segments in our dataset, focusing on purchase

value and frequency”

"Explain how to improve "Using our quarterly sales data, identify which product
sales" categories show seasonal patterns and quantify their impact

on overall revenue"

The Analytical Thinking Process

When crafting analytical prompts, it helps to think about the natural progression of your

analytical reasoning, from initial question formulation through to recommendation of actions.

Effective analytical prompts often mirror this progression, either addressing one stage at a time
through progressive prompting or explicitly guiding the language model through multiple stages
in a single comprehensive prompt. The figure below compares the parallels between traditional

analytical thinking and progressive prompting for analytics.
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The Analytical Thinking Process and Prompt Construction

Progressive Prompting

Comprehensive Prompt

PROMPT 1: w .
1. Question Formulation . X Please analyze my customer retention
What d | , Please help me analyze my customer retention data to understand the key factors
ELSGL) AT A LTV data to understand key factors..." . .
influencing customer churn.
2. Data Explorati aOMPT 2 Specificall
' \;;a xploration R "Thanks for the overview. Please explore l};c;} =g B exph alvsis of
at patterns exist? relationships between key variables..." . Begin with exploratory analysis of
the data to understand patterns
) ) PROMPT 3: 2. Develop hypotheses about factors
3. Hypothesis Generation “Based on these patterns, what hypotheses that might predict customer churn
’ : - > i
What might explain patterns? could explain the differences in retention?" 3. Test these hypotheses using
appropriate statistical methods
4. Analysis E . PROMPT 4: 4. Interpret the findings in business
' Tnaysnsh xec;non "Please test the hypotheses that service usage context and explain implications
esting ypotheses correlates with retention..." 5. Validate conclusions using alternative
approaches to ensure robustness
5, Ml htpien LLTL AU 6. Recommend specific actions to
What do results mean? "What do these results tell us about our improve retention based on findings
) customer retention dynamics?”
For each step, provide visualizations and
. . PROMPT é: .
6. Insight Validation N ) i . clear explanations of your approach and
) . Can you verify these findings using an s
Are conclusions reliable? . . " reasoning.
alternative analysis approach?
7 Action R . PROMPT 7:
: \};;mn 5 ec;);‘nbmzn at;mn "Based on all our analysis, what specific actions
t ! - . "
1at showld be done should we take to improve retention? L

Figure 5: The analytical thinking process and how it maps to prompt construction

Whether you approach prompting iteratively or as a single prompt often depends on the nature
of the analytical task - the degree to which it is exploratory vs. clearly defined. Even with a single
prompt the process will likely become iterative as you review the language model’s response and

delve into interesting findings.

Defining your Analytical Assistant

If you could design your ideal analyst to support you in your work, how would you describe them?
What skills would they have? What experience would they have? As we saw in part 1, we should

begin by telling our language model what role we want them to play. For example:

PROMPT:

You are a data analyst with 20 years experience helping companies to make smart use of
data. You have worked in major corporations in the [INSERT INDUSTRY] industry and are
well-versed in the types of data used, common KPIs and nuances of data in that sector.

Your role is to be an analytical thought partner who challenges my thinking. Rather than
simply agreeing with my analyses, | need you to:

1. Examine data assumptions: Identify what data | might be overlooking,
misinterpreting, or taking as given without sufficient evidence.
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Challenge methodological choices: Question my analytical approach, statistical
methods, or visualization techniques when alternatives might yield different
insights.

Test causal reasoning: Probe whether I'm confusing correlation with causation,
overlooking confounding variables, or making unwarranted leaps in my analytical
conclusions.

Consider alternative interpretations: Present different ways to interpret the
same data patterns or results, especially from competing analytical frameworks.
Highlight limitations: Point out constraints in my data, gaps in my analysis, or
boundaries of applicability for my conclusions.

Propose testable hypotheses: Suggest specific ways to validate or falsify key
assumptions through additional analysis.

Maintain a collaborative but rigorous approach that improves analytical rigor. Flag
potential biases (confirmation bias, selection bias, survivorship bias, etc.) when they
appear in my thinking. Our goal is to refine both conclusions and the analytical process

that produces them.

Setting the Analytical Context

Before diving into specific analyses, it's vital to establish the proper context for the language

model. This includes:

Business or research objectives - Why are you analysing this data? What decisions will it

Domain-specific considerations - What specialised knowledge is relevant to interpreting
this data correctly?
Prior knowledge - What do you already know or suspect about the data?

Constraints and limitations - What parameters should bound the analysis?

A useful analogy when thinking about setting analytical context - and crafting analytical prompts

for a language model in general - is to think of the language model as graduate starting in their

first job with a PhD in data science - they have a solid understanding of the principles and

techniques in data science and will likely have studied case studies of applications of data science

in a commercial context. However, they do not have practical, hands-on experience of carrying

out data science or analysis with real-world data, they are not familiar with your particular

business’ objectives or the current context surrounding the analysis request, nor are they familiar
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with the data commonly used within your business. The more context you can give to them in

your briefing, the better the work they produce will be.

EXAMPLE PROMPT:

I'm analysing customer transaction data for our e-commerce business to understand
purchasing patterns and identify opportunities to increase average order value. Our
primary market is UK-based consumers aged 25-45, and we've noticed a recent decline in
repeat purchases. Please approach this analysis with retail industry benchmarks in mind,
particularly considering seasonal effects as we're currently in the pre-holiday shopping
period.

This prompt establishes clear business context, providing the language model with a
framework for generating relevant insights rather than generic observations.

CORE COMPONENTS OF EFFECTIVE
ANALYTICAL PROMPTS

Every effective analytical prompt contains certain core elements that help the language model
understand exactly what analysis you need and how to deliver it in the most useful format. While
the specifics will vary based on your analytical goals, these fundamental components should be

considered for most analytical prompts.

Defining Clear Analytical Objectives

Start by clearly articulating what you want to learn or discover through the analysis:
PROMPT:

Please analyse this customer dataset to identify the key factors associated with customer
churn over the past 12 months.

This simple objective immediately focuses the analysis on a specific question. For more complex

analyses, break down your objectives into primary and secondary questions:
PROMPT:

Primary objective: Identify the key factors predicting customer churn Secondary
objectives:

- Quantify the relative importance of each predictive factor
- Determine whether predictors differ by customer segment
- Identify any seasonal patterns in churn behaviour
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Specifying Dataset Context

The second contextual component is to provide the language model with important information

about your dataset - what it contains, any watch-outs and highlight variables of particular interest:

PROMPT:

I've uploaded a dataset containing 12 months of customer transactions with the following

key variables:

customer_id: Unique identifier for each customer

purchase_date: Date of transaction

product_category: Main product category purchased

amount: Purchase amount in GBP

channel: Sales channel (web, mobile app, in-store)

customer_tenure: Years since first purchase. Note, when this data is missing we
record a value of ‘999’ to enable easy identification of these cases. It should not
be interpreted as 999 years.

retention_status: Whether customer made another purchase within 60 days

The dataset contains approximately 50,000 transactions from 15,000 unique customers.

Please pay particular attention to the relationships between customer_tenure,
product_category, and retention_status.

Articulating Output Requirements

As language models have evolved, the length - and quality - of their responses has grown. Whilst

you can get a fairly good response without specifying the format of the output the more specific

you can be the less work you'll have to do to iterate the output into an output you're happy with.

Be explicit about the format and content of the outputs you need:

PROMPT:

Please present your findings as:

N

A summary table of key metrics for churned vs. retained customers
Visualizations highlighting the most significant patterns

A rank-ordered list of churn predictors with their relative importance
3-5 concise, actionable recommendations based on the analysis

For each visualization, include a brief interpretation explaining what the data reveals and
its business implications.

Establishing Analytical Constraints
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The flipside of being able to conduct multiple analyses in a short space of time means it’s easy to
generate vast amounts of output which you need to CEO. In the interests of working efficiently

set appropriate boundaries for the analysis to keep it focused and relevant:

PROMPT:
When conducting this analysis, please:

- Focus on data from the past 12 months only

- Consider only customers who have made at least 2 purchases

- Exclude transactions marked as 'test' or 'error' in the status field

- Group product categories by their parent category for more meaningful patterns

Sharing Prior Knowledge and
Hypotheses

Just as you would with a new analyst on your team, share relevant background information and
existing hypotheses to help the language model generate analysis that is relevant and to give it a

starting point:

PROMPT:

Our previous analysis suggested that customers who purchase from multiple product
categories tend to have higher retention rates. We also suspect that customers acquired
through paid search have lower lifetime value than those coming through organic
channels or referrals. Please investigate whether the current data supports these
hypotheses.

BEFORE AND AFTER: IMPROVING
ANALYTICAL PROMPTS

Whilst it can be a fun exercise to just ask a language model a very open question and see what it
manages to come back with, on a regular basis you will save yourself hours of iteration and
reviewing endless language-model generated analysis by writing well-thought out prompts - the
first of our 4 Ps framework, preparation. Examining the contrast between weak and strong

analytical prompts helps illustrate the principles of effective prompting.

Example 1: Exploratory Analysis
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WEAK PROMPT:

Analyse this customer dataset and tell me how we can drive sales.

Why it's weak: This prompt is overly vague, provides no direction on what aspects of the data

matter most, and doesn't specify the desired output format or level of detail.

IMPROVED PROMPT:

Please analyse the attached customer purchase dataset from our e-commerce business
with the following objectives:

1. Identify the top 20% of customers by total spend and characterise their purchasing
patterns

2. Determine whether purchase frequency correlates with average order value

3. Examine seasonal patterns in purchasing behaviour across different product categories

For each objective, provide:

- Key statistical findings with appropriate visualizations

- Business interpretation of what the patterns suggest

- Potential implications for our marketing and inventory strategies

Present the analysis at a level appropriate for our marketing team, focusing on actionable
insights rather than technical details.

Why it's better: This prompt provides clear objectives, specifies the type of outputs needed, and

gives important context about the audience and purpose of the analysis.

Example 2: Segmentation Analysis

WEAK PROMPT:

Using the attached customer dataset segment our customers into groups to help us with
marketing.

Why it's weak: This provides no guidance on segmentation criteria, methodology, or purpose,

leaving the language model to make arbitrary choices that may not align with business needs.

IMPROVED PROMPT:

Using our customer dataset, please develop a segmentation model that categorizes
customers based on their purchase behaviour and engagement patterns. Specifically:
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1. Use recency, frequency, monetary value (RFM), and product category preferences as
primary segmentation variables

2. Determine the optimal number of segments (between 3-7) using appropriate statistical
methods

3. Develop clear profiles for each resulting segment, highlighting distinguishing
characteristics

4. Recommend targeting strategies for each segment based on their behaviour patterns
5. Suggest metrics we should track to measure the effectiveness of segment-specific
approaches

We plan to use this segmentation to guide our Q4 marketing campaigns, so please focus
on actionable distinctions that could inform different marketing approaches.

Why it's better: This prompt specifies variables to use for segmentation, guides on methodology
without being overly prescriptive, requests specific outputs (profiles and recommendations), and

provides context about how the segmentation will be used.

PROVIDING ANALYTICAL DIRECTION
WITHOUT PRESCRIBING METHODS

One of the key balancing acts in analytical prompting is providing sufficient direction to get
relevant insights without unnecessarily constraining the analytical approach. This balance allows
you to leverage the language model's knowledge of analytical techniques while ensuring the

analysis remains aligned with your needs.

When to Be Technique-Agnostic

In many situations, it's advantageous to specify your analytical goals without prescribing specific

techniques:

PROMPT:

Please explore patterns in customer purchasing behaviour, focusing on identifying factors
that differentiate high-value from low-value customers. Use appropriate exploratory and
statistical methods based on the data characteristics.
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This approach works well when you're in the early exploratory phase of analysis and are open to
discovering unexpected patterns or relationships or want to leverage the language model's

knowledge of analytical techniques.

You will want to follow up any analysis by quizzing the language model on its approach and the

choices it made.

When to Specify Techniques

Other situations call for more specific methodological guidance:
PROMPT:

Please segment our customer base using k-means clustering based on recency, frequency,
and monetary value metrics. Test cluster solutions from 3-7 segments and recommend
the optimal number of clusters based on silhouette score and business interpretability.

Specifying techniques is appropriate when you need to use a particular methodology for
consistency with prior analyses or to conform to industry or regulatory standards or when you

have specific knowledge about which techniques are most appropriate.

Decision Framework: Technique
Specification

When deciding how prescriptive to be about analytical techniques, consider these factors:
1. Analytical Maturity

- Early exploration - Less prescription
- Refinement of established approach - More prescription
2. Purpose

- Duiscovering new patterns - Less prescription
- Validating specific hypotheses - More prescription
3. Stakeholder Requirements

- Need for methodological flexibility - Less prescription
- Need for methodological consistency - More prescription
4. Your Expertise

- Uncertain about best approach - Less prescription
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- Confident in appropriate method - More prescription

Balancing Guidance and Flexibility

A middle-ground approach often works well, providing methodological guidance while allowing

flexibility in implementation:
PROMPT:

Please analyse the factors influencing customer retention using regression modelling. You
may choose the most appropriate type of regression based on the data characteristics,
but please explain your choice of model and include an assessment of model fit and key
assumptions.

This hybrid approach specifies the general analytical approach (regression modelling) whilst
allowing flexibility in the specific implementation. It also requires explanation of methodological

choices and ensures proper model validation

Requesting Methodological
Recommendations

When you're uncertain about which analytical techniques would be most appropriate, explicitly

ask for recommendations:

PROMPT:

Given this dataset on employee performance and satisfaction metrics, what analytical
approaches would you recommend to identify key drivers of employee turnover? Please
suggest 2-3 appropriate methodological approaches, explaining why each would be
suitable for this analysis goal and dataset, and highlight the relative advantages and
drawbacks of each.

This approach leverages the language model's knowledge of analytical techniques while keeping

you involved in the decision-making process.

Best practice: In the early stages of analysis, start with more open-ended methodological prompts
and become more specific as your analytical direction becomes clearer. This allows you to discover

unexpected patterns while still maintaining control over the analytical process.
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CONTROLLING FOR STATISTICAL
RIGOR

When prompting for data analysis, it's essential to guide the language model toward statistically
sound approaches. Without explicit direction, language models might generate analyses that

appear impressive but lack statistical validity or appropriate context.

Requesting Methodological
Transparency

Always ask the language model to explain its analytical choices and processes. Doing so will
ensure you know the approach and are in a position to judge its validity. Additionally, asking the

model to explain its choices can result in it identifying issues itself.
PROMPT:
For each stage of your analysis, please explain:

- What specific method or test you're applying

- Why this approach is appropriate for this data and question

- What assumptions the method makes and whether they are satisfied
- Any limitations or caveats to the conclusions

Prompting for Appropriate Statistical
Tests

Be explicit about your expectations for statistical validity:
PROMPT:

When analysing differences in conversion rates between the test and control groups,

please:
1. Select appropriate statistical tests based on the data distribution
2. Report p-values and 95% confidence intervals, not just point estimates
3. Check and report whether test assumptions are met
4. Consider and discuss the practical significance of any statistically significant

findings
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Advanced Statistical Considerations

As you can probably imagine by this point, you can - and should! - ask the model to carry out any

tests and checks you would usually do for the type of analysis being performed.

Handling Sample Size and Power Considerations

Guide the language model to consider statistical power and sample adequacy:

PROMPT:

Before conducting hypothesis tests, please assess whether our sample size is sufficient for
reliable analysis. If sample size is a concern for any segment or time period, highlight this
limitation and suggest alternative approaches or ways to address this constraint.

Addressing Multiple Comparisons and False Discovery
When conducting multiple tests, ensure proper adjustment for multiplicity:

PROMPT:

Since we're testing multiple hypotheses across different customer segments, please
implement appropriate corrections for multiple comparisons (e.g., Bonferroni or FDR
adjustment) to control the family-wise error rate, and clearly indicate which findings
remain significant after this adjustment.

Requesting Effect Size Reporting

Guide the language model towards reporting not just statistical significance but also practical

importance:
PROMPT:

For any significant differences identified between customer segments, please report both
statistical significance (p-values) and effect sizes. Include your assessment of whether the
effect sizes suggest practically meaningful differences that would warrant changes to our
marketing strategy.

QUALITY CONTROL AND
VERIFICATION PROCESSES
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When leveraging language models to augment your analytical capabilities, implementing robust
quality control processes becomes more important than ever. Unlike traditional analytics where
you directly craft and execute each analysis step, working with language models introduces a layer
where code and insights are generated semi-autonomously. This creates new verification

challenges that require systematic approaches to ensure accuracy and reliability.

The VERIFY framework presented here provides a structured approach to ensuring the accuracy,

reliability, and integrity of language model-generated analyses.

Understanding the Verification
Challenge

Language model-generated analyses can introduce several types of errors that may not be

immediately obvious:

- Hallucination errors where the model confidently presents incorrect facts or methodology

- Subtle coding errors in generated Python or SQL that produce plausible but incorrect
results

- Misinterpretation of your analytical intent leading to answering the wrong question

- Statistical errors from applying inappropriate methods to your specific data context

- Presentation errors where visualisations obscure important patterns or overemphasise

irrelevant ones

These challenges necessitate a structured approach to verification that goes beyond simply

accepting language model outputs at face value.

The VERIFY Framework for Language
Model-Enhanced Analytics

To address these challenges, we recommend implementing the VERIFY framework - a systematic

approach to quality control for language model-generated analyses:

- Validate input data and requirements - Ensure your data and analytical requests are clearly
defined

- Examine the generated code - Review the code produced by the language model for errors
and methodology

- Review intermediate outputs - Check key statistical summaries and transformations

- Inspect visualisations critically - Look beyond aesthetic appeal to analytical correctness

- Find alternative approaches - Use multiple methods to triangulate findings
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- Yield final conclusions after thorough review - Only reach conclusions after completing

all verification steps

Let's explore each component in detail.

Validate Input Data and Requirements

Quality control begins before you even prompt the language model. Clearly defining your

analytical question and preparing clean, well-structured data dramatically improves results.

Best practice: Document your analytical objective in writing, including specific metrics, time

periods, and segmentation variables, then review it critically before engaging the language model.

After uploading a dataset to ChatGPT, here's a data validation checklist to use before starting any

analysis:

- Data completeness: Verify all necessary variables are present

- Sample size: Check that you have sufficient records for meaningful analysis

- Data types: Ensure variables are formatted appropriately (dates as dates, numbers as
numbers)

- Missing values: Identify extent of missing data and develop handling approach

- Outliers: Detect extreme values that might impact results

- Unique identifiers: Confirm ID fields properly identify unique entities

For data validation, consider asking the language model:

PROMPT:
Please analyse this dataset for potential quality issues. Check for:

Missing values (pattern and extent)

Outliers (using appropriate statistical methods)

Inconsistent formatting (especially dates and categorical variables)
Potential duplicate records

A

Variables with suspicious distributions

Generate a data quality report with recommendations for addressing any issues before we proceed
with further analysis. For each issue, rate its potential impact on analytical validity as low,

medium, or high.

This proactive approach helps identify and address data issues before they compromise your

analysis. Similarly, clearly articulate your analytical objectives:

PROMPT:
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Before we begin the analysis, | want to confirm my analytical objective is clear. I'm trying
to understand the factors associated [insert business challenge] focusing specifically on:

1. [List out key factors to analyse]

Please reflect back your understanding of this objective and suggest any clarifications that
would help you deliver more relevant analysis.

Examine the Generated Code

When a language model tool like Code Interpreter generates Python or SQL code to perform your
analysis, don't treat it as a black box. Always examine the code carefully, even if you're not an

expert programmer.
Key aspects to review include:

- Data loading and transformation steps
- Handling of missing values

- Selection of analytical methods

- Parameter choices for statistical tests

- Implementation of visualisations
For non-technical analysts, these warning signs may indicate code issues:

Variables or column names that don't match your data
Filtering conditions that might inappropriately exclude records
Calculations that don't align with your business definitions

Statistical tests without parameter explanation

o K b=

Transformations without clear purpose or explanation

Best practice: If you're not comfortable reviewing code yourself, establish a buddy system with a

more technical colleague who can help verify the code's correctness.

For complex analyses, ask the language model to explain its code:
PROMPT:

Please review the code you've generated and explain each major section in simple terms.

Specifically:
1. Explain how you're handling missing values and why
2. Clarify the filtering logic being applied and what records are being excluded
3. Explain why you chose these particular statistical methods
4. Describe what each visualization is showing and why it's appropriate

150



PROMPT FOR ANALYTICS AND DATA SCIENCE

When possible, request the code in chunks with explanations rather than all at once. This makes

it easier to understand the logic and identify potential issues.

Review Intermediate Outputs

Don't wait until the end of an analysis to check results. Request intermediate outputs at key stages

to catch potential errors early.
Here's a checklist for reviewing intermediate outputs:

- Summary statistics: Do central values and ranges align with expectations?

- Record counts: Has filtering reduced data volume more than expected?

- Correlations: Do relationships between variables seem plausible?

- Grouped statistics: Do aggregations make sense when broken down by sub-groups?

- Transformed variables: Have transformations changed distributions appropriately?
For example, after data cleaning but before modelling, ask for:
PROMPT:
Before proceeding with the regression analysis, please show me:

A summary of the cleaned dataset with descriptive statistics for each variable
The number of records remaining after all filtering steps

A correlation matrix of the key variables

The distribution of my dependent variable

A

Summary statistics broken down by my main grouping variable

Present these intermediate results in a clearly formatted table with any potential concerns

highlighted.

Best practice: Compare intermediate outputs against your domain knowledge. Do the summary
statistics align with your expectations? Are there unexpectedly high correlations or suspicious

patterns that warrant investigation?

When values seem odd, prompt for deeper investigation:
PROMPT:

| notice the average customer tenure is showing as 120 days, which seems much lower
than our typical 9-12 month average. Please:

Check if there's an error in the calculation or data filtering

Investigate if a recent cohort of new customers might be skewing the results
Verify the time unit is being interpreted correctly (days vs. months)

Show me the distribution of this variable to better understand the pattern

BN =
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Inspect Visualisations Critically

Language model tools excel at generating visually appealing charts, but aesthetic appeal doesn't
guarantee analytical correctness. When reviewing visualisations, look beyond surface

impressions to verify:

- Axis scales and ranges (watch for misleading truncated axes)

- Data transformations (e.g., logarithmic scales) and their appropriateness

- Colour schemes and whether they might obscure patterns

- The completeness of the data representation (is anything important filtered out?)

- Annotation clarity and accuracy

- That the visualisation is actually based on your data (e.g. there are no countries presented

that do not exist in your dataset

Key questions to ask when reviewing visualisations:

Does the y-axis start at zero (if appropriate for this metric)?

Are the scales and units clearly labelled?

Does the chart type appropriately represent the data relationship?
Are sample sizes indicated where relevant?

Are confidence intervals or error ranges shown for statistical results?

Do annotations highlight the most important patterns rather than the obvious?

N o gk owbh-=

Is the visualisation accessible (colourblind-friendly, clear contrast)?

Best practice: For critical visualisations, ask the language model to regenerate them with different

parameters or chart types to see if the same patterns emerge.
PROMPT:

Please create three alternative visualisations for this same customer retention data using
different chart types or approaches. For each alternative:

Explain why this visualization approach might reveal different aspects of the data
Note the strengths and limitations of each approach

Highlight which findings are consistent across all visualisation methods
Recommend which visualization best communicates our key insight

N

Find Alternative Approaches

One of the most powerful verification techniques is to triangulate findings using multiple
methods. This is particularly straightforward with language model tools, which can quickly

implement different analytical approaches.

PROMPT:
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We've identified that customer purchase frequency appears to be our strongest predictor
of retention. To verify this finding, please validate it using three different approaches:

1. Calculate correlation coefficients between purchase frequency and retention using
both Pearson and Spearman methods

2. Perform a simple t-test comparing purchase frequency between retained and
churned customers

3. Create a cross-tabulation analysis showing retention rates across purchase
frequency quartiles

For each method, explain what it reveals about the relationship and whether the
conclusion remains consistent across approaches.

Best practice: When findings from different methods align, confidence increases. When they

diverge, investigate the reasons - these discrepancies often reveal important nuances in your data.
Other suitable triangulation approaches include:

- Comparing the same relationship using different statistical measures (correlation vs
regression coefficients)

- Validating findings across different time periods within your dataset

- Testing key relationships using both parametric and non-parametric methods

- Examining patterns at different levels of data aggregation (daily vs monthly trends)

Yield Final Conclusions After Thorough Review

Only after completing the previous verification steps should you draw final conclusions. At this

stage, it's valuable to:

- Document the verification steps performed
- Note any limitations or caveats to the analysis
- Highlight areas of high and low confidence in the results

- Consider practical implications and next steps

For comprehensive projects, ask the language model to help synthesise your verification journey:
PROMPT:

Based on all the analyses we've performed and the verification steps we've taken, please

summarise:
1. Our key findings and their level of confidence
2. Any limitations or caveats that should be noted
3. Alternative interpretations that should be considered
4. Recommendations for further validation if necessary
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5. How our original question has been answered

Include only findings that have survived our verification process, and be explicit about

uncertainty where appropriate.

Best practice: Create a standardized verification documentation template for your analyses. This
creates consistency and ensures thorough quality control becomes a habit rather than an

afterthought.
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CONCLUSION

The fundamental principles of effective analytical prompting can be summarized can be likened
to those required to brief an enthusiastic graduate with a PhD in Data Science on their first day

working in your team:

Be explicit about analytical objectives - Clearly state what you want to learn from the data

2. Provide relevant context - Share business background, domain knowledge, and analytical
constraints

3. Specify output requirements - Define the format, detail level, and focus of desired results

4. Balance direction and flexibility - Guide without unnecessarily constraining analytical
approaches

5. Demand methodological transparency - Request explanations for analytical choices and
assumptions

6. Ensure statistical rigor - Explicitly request proper statistical practices and validation

7. Consider business relevance - Ask for interpretation of findings in business terms, not

just technical outputs

By applying these principles to your analytical prompts, you'll dramatically improve the quality
and relevance of analyses generated by tool-augmented language models, creating a foundation

for effective data-driven decision making.

In the next chapter, we'll build on these fundamentals to explore advanced techniques for
analytical prompting, including progressive prompting strategies, approaches for handling

unexpected results, and frameworks for ensuring reproducibility and documentation.

Elevating Your Prompting Approach

Having mastered the fundamentals of analytical prompting, you're now ready to explore more
sophisticated techniques that enable deeper, more nuanced investigations. These advanced
approaches will help you move beyond single-shot analysis to build rich analytical narratives that
evolve through iterative exploration. In the next section, we'll examine how to construct multi-
stage analytical workflows, explore alternative perspectives, adapt to unexpected findings, and
maintain rigorous documentation throughout the process. These techniques will transform your
prompting from effective direction to collaborative analytical partnerships that yield insights

impossible with simpler approaches.
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CHAPTER 5: ADVANCED
ANALYTICAL PROMPTING
TECHNIQUES

INTRODUCTION

In Chapter 4, we explored the fundamental principles of crafting effective analytical prompts -
establishing context, defining clear objectives, and balancing direction with flexibility. These
foundations provide an excellent starting point for language model-assisted analytics. However,
complex analytical challenges often require more sophisticated approaches that extend beyond

single, well-crafted prompts.

This chapter introduces advanced techniques that transform your language model interactions
from isolated prompts into cohesive analytical workflows. Rather than focusing on specific
analytical methods (which we'll cover in Chapters 6 and 7), these approaches provide reusable
structures for managing complex analytical processes, ensuring thoroughness, adaptability, and

documentation.

By implementing these techniques, you'll develop more sophisticated partnerships with language
models that yield deeper insights, maintain analytical integrity, and create reproducible
workflows. Let's explore how to structure your analytical conversations for maximum

effectiveness.

PROGRESSIVE PROMPTING
TECHNIQUE

When approaching complex analytical questions, attempting to extract comprehensive insights
through a single prompt often leads to superficial or incomplete results. Even the most advanced
language models have limitations in how much they can process and generate in a single response.
The Progressive Prompting technique addresses this challenge by breaking analysis into a

sequence of connected prompts, each building upon previous findings.

The Progressive Prompting Structure
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Effective progressive prompting follows a logical sequence that develops depth and nuance

through iterative investigation:

Initial exploration: Understand data structure and basic patterns
Focused investigation: Dig deeper into specific areas of interest
Hypothesis testing: Formally test emergent theories

Alternative perspectives: Examine findings from different angles

A

Synthesis and integration: Bring together insights into a cohesive narrative

Each stage builds upon the findings from previous stages, creating a cumulative analytical

narrative that would be difficult to achieve with a single, comprehensive prompt.

This approach mirrors how experienced analysts naturally work - starting broad, identifying
interesting patterns, then investigating promising areas more deeply. The difference is that you're
guiding the language model through this process deliberately, creating a structured conversation

that builds toward comprehensive understanding.

When to Apply Progressive Prompting

Progressive prompting is particularly valuable in these scenarios:

- Complex analytical questions with multiple dimensions that can't be adequately addressed
in a single exchange

- Exploratory analyses where the direction isn't fully predetermined

- Projects requiring multiple analytical techniques that need to be applied sequentially

- Situations where findings might redirect the analytical focus

For simpler analyses with clear scope and well-defined methodologies, a more direct approach
might suffice. But as analytical complexity increases, progressive prompting becomes increasingly

valuable.

Documentation Requirements for
Progressive Analysis

A key challenge in progressive prompting is maintaining context and continuity across a sequence

of exchanges. Effective documentation practices include:

- Recording key decision points between stages, noting why particular directions were
pursued

- Maintaining datasets and transformations across stages, ensuring data consistency
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- Capturing evolving analytical questions as they emerge from initial findings

Let's examine a simple example of how progressive prompting might unfold in practice. Note

how each prompt builds upon the information and insights from previous stages:

Stage 1: Initial Exploration
PROMPT:
Please perform an initial exploratory analysis of this customer dataset, covering;:

Basic summary statistics for all key variables

Distribution visualizations for important metrics

Initial correlation analysis between variables

Identification of any obvious patterns, outliers, or data quality issues
Suggestions for promising areas to investigate further

AN

Stage 2: Focused Investigation
PROMPT:

Based on your initial analysis, the relationship between purchase frequency and customer
retention looks particularly interesting. Please investigate this further by:

1. Segmenting customers into purchase frequency buckets (1 purchase, 2-3
purchases, 4-6 purchases, 7+ purchases)

2. Analysing retention rates within each segment

3. Identifying any additional factors that might interact with frequency to influence
retention

4. Exploring whether retention patterns differ by acquisition channel

Stage 3: Hypothesis Testing
PROMPT:

Your analysis suggests that customers who purchase from multiple product categories
have significantly better retention rates. Please test this hypothesis more rigorously by:

1. Controlling for potential confounding variables like total spend, time as customer,
and demographics

2. Quantifying the independent effect of category diversity on retention

3. Determining if there's a "threshold effect" (e.g., does purchasing from 3+
categories show diminishing returns compared to 2 categories?)
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Testing whether this effect is consistent across all customer segments or stronger
in some

Stage 4: Alternative Perspectives

PROMPT:

To ensure we're not missing anything important, please analyse customer retention from
a different angle - specifically through the lens of customer lifecycle stages. Examine

whether:
1. Theimportance of category diversity differs by customer tenure
2. There are critical "moments of truth" in the customer journey that predict
retention
3. Seasonal or temporal factors influence the patterns we're seeing
4. Our findings would change if we defined retention differently (e.g., 90 days vs. 60

days)

Stage 5: Synthesis and Integration

PROMPT:

Based on all our analyses so far, please create a comprehensive summary that:

o 0b =

Outlines the key insights we've discovered about customer retention
Connects these insights into a coherent customer behaviour model
Highlights the strongest predictors of high retention

Identifies the most promising intervention points for increasing retention
Suggests next steps for further analysis or testing

This progressive approach allows for a depth of investigation that would be impossible to achieve

in a single exchange, while maintaining a coherent analytical narrative.

Best practice: When using progressive prompting, keep a log of your prompts and key findings

at each stage. This creates an audit trail of your analytical process and helps you refine your

prompting strategy over time.

We'll see this progressive prompting technique applied in a complete end-to-end analysis in

Chapter 6, where we'll walk through a real-world analytical workflow from initial question to

final recommendations.

ANALYTICAL CHAINING APPROACH
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While progressive prompting helps you build depth in a single analytical domain, the Analytical
Chaining approach provides a structure for connecting different types of analyses in a logical
sequence. This approach enables you to move systematically from understanding what happened

to why it happened, what will happen next, and what actions to take.

The Analytical Chaining Structure

A complete analytical chain may include these components:

- Descriptive analysis: Identifying patterns, trends, and relationships in data
- Diagnostic analysis: Determining causes and factors driving observed patterns
- Predictive analysis: Forecasting future outcomes based on historical patterns

- Prescriptive analysis: Recommending actions to achieve desired outcomes

Each link in the chain builds upon previous analyses, creating a logical progression from
observation to action. Language models excel at facilitating these transitions, helping you

translate insights from one analytical domain to inform the next.

Designing Effective Analytical Chains

Creating effective analytical chains requires thoughtful planning:

- Identify appropriate starting points based on your business question and available data
- Determine logical transitions between analysis types
- Maintain data consistency across chain links

- Validate assumptions at each transition

Here's an example of prompts that might form links in an analytical chain:
Descriptive Analysis Link
PROMPT:

Please analyse the attached sales data to identify key patterns and trends, including;

Overall sales trends over the past 12 months

Product categories showing the strongest and weakest performance
Regional variations in sales patterns

Customer segments driving the most revenue

LA R

Seasonal patterns or cyclical effects
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Diagnostic Analysis Link
PROMPT:

Based on the sales patterns you identified, please conduct a diagnostic analysis to help us

understand:
1. What factors appear to be driving the decline in Category X sales
2. Why Region Y is outperforming other regions
3. What distinguishes our high-value customer segments from others
4. Whether external factors (economic indicators, competitor actions) correlate with

observed trends
5. Which product attributes are most strongly associated with sales growth

Predictive Analysis Link
PROMPT:

Using the patterns and drivers identified in our previous analyses, please develop
forecasts for:

Expected sales by product category for the next 6 months

Customer segment growth or decline

Regional performance outlook

Potential impact of seasonal factors in the coming quarter

Early warning indicators we should monitor based on the drivers identified

A

Prescriptive Analysis Link
PROMPT:

Based on our understanding of historical patterns, causal factors, and future projections,
please recommend:

Specific actions to address the decline in Category X

Strategies to replicate Region Y's success in other territories

Targeting approaches for high-potential customer segments

Inventory and staffing adjustments to prepare for forecasted changes

Metrics and KPIs we should track to measure the effectiveness of these actions

aObkowbd =

Managing Context in Complex Chains

As analyses become more interconnected, maintaining context becomes increasingly important:

161



PROMPT FOR ANALYTICS AND DATA SCIENCE

- Synthesize findings at key points to consolidate understanding before proceeding
- Establish clear reference points between analyses (e.g., "Based on the three key drivers we
identified...")

- Create traceable connections between insights across different analytical domains

Best practice: When implementing analytical chains, explicitly reference insights from previous
analyses in your prompts. This ensures that language models incorporate earlier findings and

maintain a coherent analytical narrative.

In Chapter 7, we'll explore specific techniques for implementing the later links in analytical

chains, including predictive modelling and segmentation analysis.

MULTIPLE PERSPECTIVES AND
VALIDATION METHODS

Analytics is rarely a linear path to a single "correct" answer. The most robust analyses examine
questions from multiple angles and validate findings through different approaches. Multiple
Perspectives and Validation methods provide a structured way to implement this principle with

language models..

Multiple Perspective Approaches

There are several ways to examine data from different perspectives:

- Methodological triangulation: Applying different analytical techniques to the same
question (e.g., regression analysis, decision trees, and clustering)

- Temporal variation: Examining different time periods or levels of granularity (daily,
weekly, monthly)

- Stakeholder viewpoints: Analysing from the perspective of different business functions
or stakeholders

- Variable relationships: Testing alternative relationship structures or causal hypotheses

Language models excel at rapidly implementing these different perspectives, allowing you to

compare results across approaches without the technical overhead traditionally required.

Here's an example of requesting multiple analytical perspectives:

PROMPT:
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Please analyse the factors associated with customer churn using three different
approaches:

1. Astatistical comparison of churned vs. retained customer characteristics
2. Adecision tree model to identify key decision points in the customer journey
3. Atime-series analysis examining behaviour changes before churn occurs

For each approach, highlight the unique insights it provides and note where findings
converge or diverge across methods.

Validation Strategies for Language
Model Analytics

Validation is particularly important when working with language models, which may

occasionally generate plausible-sounding but incorrect analyses. Effective validation strategies

include:

- Cross-methodology validation: Comparing results across different analytical approaches
- Sample validation: Testing findings on different data subsets to ensure consistency
- Assumption testing: Systematically varying key assumptions to assess their impact

- Human expertise integration: Combining language model output with domain expertise
These validation approaches can be explicitly incorporated into your prompts:
PROMPT:

You've identified product return rate as the strongest predictor of churn. Please now
validate this finding by:

1. Testing whether the relationship holds across different customer segments

2. Analysing if the pattern is consistent across different time periods

3. Controlling for potential confounding variables that might explain both returns
and churn

4. Comparing this factor's predictive power against alternative models
5. Identifying any customer segments where this relationship doesn't hold

Best practice: When insights converge across multiple perspectives and methodologies, your
confidence in those findings should increase. When findings diverge, investigate the reasons for

these differences - they often reveal important nuances or limitations in your data.

We'll explore specific validation techniques for different analytical methods in Chapter 6,

showing how these approaches can be integrated into a complete analytical workflow.
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ANALYTICAL ADAPTATION
STRATEGIES

Even well-planned analyses rarely proceed exactly as expected. You'll frequently encounter
unexpected patterns, data limitations, or inconclusive results that require you to adapt your
approach. Analytical Adaptation strategies provide structured methods for pivoting effectively

when analyses don't go as planned.

Recoghnizing Adaptation Triggers

Several situations might trigger the need to adapt your analytical approach:

- Unexpected patterns or contradictions emerge in your findings
- Data quality or availability limitations prevent your planned analysis
- Initial results prove inconclusive or don't address your core question

- Business context changes during the analytical process

Language models can help identify these situations through their ability to critically evaluate

analytical outputs and suggest alternative approaches.

Structured Adaptation Methods

When adaptation is necessary, a structured approach helps maintain analytical integrity:

Diagnostic investigation: Thoroughly understand why the initial approach isn't working
Alternative approach selection: Identify potential alternative methods or data sources

Constraint management: Determine how to work within unavoidable limitations

> N =

Business alignment validation: Ensure adapted approaches still address core business

needs

Here's how you might prompt a language model when facing unexpected results:
PROMPT:

Contrary to our hypothesis, the data doesn't show a clear relationship between email
engagement and purchase frequency. Given this unexpected result, please:

1. Explore whether this relationship might exist within specific customer segments
even if not visible in the aggregate data
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2. Investigate alternative metrics of engagement that might better predict purchasing
behaviour

3. Consider whether our measurement of email engagement (open and click rates) is
adequately capturing actual customer engagement

4. Suggest alternative hypotheses about what drives purchase frequency based on
the available data

Documenting Analytical Pivots

When adapting your analytical approach, thorough documentation becomes even more

important:

- Record initial expectations and how/why results deviated
- Capture decision points and rationales for changing approaches

- Maintain analytical integrity by acknowledging limitations and constraints

Best practice: When adapting your analytical approach, explicitly document the reason for the
change and what you learned from the initial results. This creates transparency and helps build

institutional knowledge about what works for different analytical questions.

COMPREHENSIVE DOCUMENTATION
METHODS

One of the most overlooked aspects of analytics is thorough documentation. Yet it's essential for
reproducibility, knowledge transfer, and building organizational capability. Comprehensive

Documentation methods provide structured approaches to capturing your analytical journey.

Analytical Decision Documentation

Effective analytical documentation captures key decisions and their contexts:

- Methodology choices: What analytical approaches were selected and why
- Data transformations: How data was prepared, filtered, or aggregated
- Interpretation frameworks: What business context informed analytical decisions

- Verification steps: What validation was performed and what it revealed

Language models can assist with this documentation process:

PROMPT:
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As we complete this analysis, please help me document our analytical process by creating:

A summary of our initial analytical question and how it evolved

Documentation of key methodological decisions and their rationales

A record of data transformations performed and their impacts

Notes on verification steps taken and their results

Limitations and caveats that should be considered when interpreting our findings

ok wbh =

Creating Reproducible Workflows

Reproducibility is a cornerstone of good analytics. For language model-assisted analysis, this

requires:

- Structured prompt logging and versioning: Recording the exact prompts used

- Data transformation tracking: Documenting how data was processed

- Result documentation: Capturing outputs with verification notes

- Contextual information: Recording relevant business information that informed the

analysis

Best practice: Maintain a repository of analytical workflows, including prompts, data
transformations, and key findings. This creates institutional knowledge that can be leveraged for

future analyses and helps new team members come up to speed quickly.

Knowledge Management Approaches

Beyond individual analysis documentation, systematic knowledge management includes:

- Building prompt libraries: Creating collections of effective prompts organized by
analytical purpose

- Developing analytical templates: Standardizing approaches for common analytical tasks

- Establishing documentation standards: Creating consistent formats for analytical

documentation

These knowledge management practices become particularly valuable as language model analytics
is adopted more broadly within organizations, enabling teams to build on each other's experience
rather than starting from scratch. In Chapter 9, we'll provide detailed guidance on building and
maintaining reusable prompt libraries, creating standardized documentation formats, and
implementing knowledge management systems that scale these approaches across teams and

departments.
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We'll explore practical documentation approaches in more detail in Chapter 9, which covers

managing language model-enhanced analytics projects from scoping to delivery.

CONCLUSION

The advanced analytical prompting techniques presented in this chapter provide structured
approaches for managing complex analyses with language models. By applying these techniques,
you transform ad-hoc interactions into systematic analytical workflows that ensure thoroughness,
adaptability, and reproducibility. We'l revisit some of the concepts linked to optimising
workflows such as documenting workflows, creating reproducible workflows and knowledge

management in more detail in chapter 9.

In the next chapter, we'll see these frameworks applied in practice through an end-to-end
analytical workflow. We'll work through a complete analysis from initial question to final
recommendations, demonstrating how these frameworks help navigate each stage of the
analytical process while maintaining analytical integrity and extracting maximum value from

language model assistance.

As you develop your language model analytics practice, these techniques will become second
nature, allowing you to tackle increasingly complex analytical challenges with confidence. The
ultimate goal is not to rigidly follow prescribed steps, but to develop a structured analytical
mindset that leverages language models effectively while maintaining your critical judgment and

domain expertise.
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CHAPTER 6: AN END-TO-END
ANALYTICAL WORKFLOW

INTRODUCTION

In the previous chapters, we established the foundations of effective analytical prompting and
introduced frameworks for structuring complex analytical processes with language models. Now
it's time to see these principles and frameworks in action through a complete end-to-end

analytical workflow.

This chapter demonstrates how to use ChatGPT at every stage of an analytical process - from
initial problem formulation to final recommendations. We'll work through a retail customer
engagement analysis to clearly illustrate the interaction between human analyst and language

model at each step.
By working through this complete example, you'll see how to:

- Apply the techniques from Chapter 5 in a practical context
- Navigate common challenges at each analytical stage

- Verify language model outputs effectively

- Document your process for reproducibility

- Extract maximum value from ChatGPT assistance while maintaining analytical integrity

For the reasons noted in previous chapters, we'll be using the combination of ChatGPT with Code
Interpreter for this exercise. You could use alternative language models for the initial planning
and final interpretation stages but for the richest analytical experience (at the time of writing)

you'll want to be using Code Interpreter for the stages involving data analysis.

Let's begin with a realistic business scenario and work through a complete analysis using a
ChatGPT as our analytical partner. It's worth noting here that the prompts included in the
example that follows are intended to illustrate the tasks you can ask ChatGPT to do at each stage
of a piece of analysis and the content of the prompts required to achieve those tasks. They are not
intended to be followed to the letter - in reality your data will have its own nuances that will
require addressing, you may have your own preferences in approaching data cleaning or
transformation and finally, each response in the dialogue with ChatGPT may throw up something

you wish to drill down into. Use the sample prompts as a starting point where it’s helpful but
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allow your Al-powered analytical flow to evolve organically, guided by ChatGPTs suggestions

and your intuition.

THE BUSINESS SCENARIO AND
ANALYTICAL QUESTION

Our example involves a retail company seeking to understand customer engagement patterns
across their channels and identify opportunities to increase purchase frequency and basket size.
The company has collected data on customer demographics, purchase history, channel

preferences, and marketing interactions.

The core analytical question is: "How can we improve customer engagement across different
segments and channels to drive increased purchase frequency and basket size?" - a common

business challenge that many retail analysts encounter.

Let's see how we would approach this analysis using the techniques we've developed.

INITIAL PROBLEM FRAMING WITH
CHATGPT

The first stage in any analytical workflow is properly framing the problem. ChatGPT can provide
significant value even before you start working with data, helping you structure your approach

and consider different angles.

Reasoning Mode Note: For this initial problem framing stage, use reasoning mode (GPT-5
Thinking in ChatGPT). While it takes 1-3 minutes versus seconds, the enhanced logical
structuring of your analytical approach will save hours of misdirected effort later. The only

exception might be quick clarification questions about terminology.

Refining the Analytical Question

Begin by asking ChatGPT to help refine the initial question. Since this is our first prompt in the
chat we should also begin by telling ChatGPT what role we want it to play:

PROMPT:
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You are an experienced data scientist with 20 years experience helping retail businesses
drive growth through strategic use of their data. You are skilled at balancing analytical
rigour with a pragmatic approach to using real world data to answer business questions.

| work for a large department store in the UK with multiple locations nationwide and an
online storefront. Attached are the following:
- [Context about business - e.g. strategic objectives, annual report etc]

- [Relevant KPIs - e.g. last 4 quarterly performance reports]

- [Project background - e.g. transcript of initial call with stakeholder, meeting notes etc.]
I'm planning to analyse customer engagement patterns for a retail business. Our initial
guestion is "How can we improve customer engagement across different segments and
channels to drive increased purchase frequency and basket size?"

Please help me:

Break this down into more specific analytical questions
Identify key dimensions we should consider in our analysis
Suggest potential hypotheses worth testing

Outline what a comprehensive answer would include

Rl R

This prompt applies the principles we covered earlier - providing context and specifying desired

outputs while allowing ChatGPT to draw on its knowledge of retail analysis.
A typical response (summarized for brevity) will include things like:

- Specific sub-questions (e.g., "Which channels show the highest conversion rates for
different customer segments?")

- Suggested dimensions (customer loyalty tier, purchase recency/frequency/value, channel
preferences)

- Hypotheses based on common patterns (e.g., "Customers who engage across multiple
channels have significantly higher lifetime value")

- Structure for a comprehensive answer (segment profiles, channel effectiveness, seasonal

patterns, actionable recommendations)

At this stage - more open-ended ideation - it can also be worth asking the same prompt in a
second chat and then consolidating responses. It is likely the responses will cover 90% of the same
content; however, the potential for variation in responses means you may pick up an additional

point in the second response, or a couple of additional sub-bullets.

Structuring the Analytical Approach

With the question refined, your next step is to outline a structured approach:

PROMPT:
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Based on your suggestions, | want to structure our customer engagement analysis
approach. We have data including:

Customer demographics (age, location, loyalty tier, customer tenure) - Purchase history
(transaction frequency, basket size, product categories)

Channel engagement (in-store vs online, mobile app usage, email opens)
Marketing interactions (campaign responses, promotion usage)
Seasonal patterns (holiday shopping, quarterly trends)

Please outline:

1. Alogical sequence of analytical steps to answer our questions

2. The appropriate analytical techniques for each step

3. How we should validate our findings at each stage

4. Potential challenges we might encounter and how to address them

This prompt helps you develop a roadmap for the analysis before diving into the data. ChatGPT's

response will provide a structured approach that might include:

- Exploratory analysis to understand customer profiles and engagement metrics
- Segmentation analysis to identify distinct customer groups

- Channel effectiveness comparison across segments

- Temporal analysis of engagement patterns

- Statistical testing of key hypotheses

- Recommendations prioritized by potential impact

Best practice: Use language models at the problem framing stage - even before data analysis begins
- to consider multiple perspectives and potential approaches. This broader view helps you avoid

tunnel vision and ensures a more comprehensive analysis.

DATA EXPLORATION AND
PREPARATION

With a clear analytical plan, the next stage involves exploring and preparing your data. This is
where we move to ChatGPT's augmented abilities using Code Interpreter which excels at helping

you understand data characteristics and prepare it for analysis.

Initial Data Examination
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This initial data exploration is precisely where reasoning mode excels - it will systematically work
through data quality checks rather than potentially missing issues through quick pattern
matching. The 2-3 minute wait is trivial compared to the cost of building analysis on problematic

data.

Begin by asking ChatGPT to examine the dataset. The act of attaching the dataset to your prompt
should be a trigger for ChatGPT firing up Code Interpreter:

PROMPT:

I've uploaded our retail customer dataset (retail_customer_data.csv) along with a data
dictionary (data_dictionary.txt). Please conduct an initial examination that:

1. Provides an overview of the dataset structure (rows, columns, data types)
2. Summarizes key statistics for all variables

3. Identifies any missing values, outliers, or data quality issues

4. Shows the distribution of key engagement metrics

5. Highlights any immediate patterns you notice

Before proceeding with analysis, please identify any data quality issues we should address.

This prompt applies the "Validate" step from our VERIFY framework (Chapter 4), ensuring data
quality before any substantive analysis. The language model will generate code to examine the

dataset and provide a comprehensive overview.
A typical response includes:

- Dataset dimensions and structure

- Summary statistics for each variable
- Missing value analysis

- Distributions of key variables

- Initial observations about potential relationships

When reviewing this output, look carefully for data quality issues that might affect your analysis,

such as:

- Missing values in key variables (may be a flaw - genuinely missing data - or may be a
'feature' of the data - e.g., no online purchase history for in-store-only shoppers)

- Unusual distributions or outliers (e.g., abnormally high basket sizes)

- Inconsistent data formatting (e.g., dates stored as strings)

- Variables with unexpected values (e.g., strings in a field where the majority of values are

numeric)
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For each of these findings decide if action is required and if so what action ChatGPT should take,

then instruct it how to proceed.

Data Cleaning and Preparation

Based on the initial examination, you'll likely need to clean and prepare the data. There may be
some instances where you do not want ChatGPT to take any action (e.g., where missing values
are a feature of the data, not a flaw) and other instances where you need to respond to ChatGPT's

suggestions on how to handle issues flagged. Below is an example of how you might respond:
PROMPT:

Based on your examination, please help me clean and prepare this dataset for analysis.
Specifically:

1. Handle missing values in the following way:
1.For email_open_rate, replace missing values with 0 for customers who haven't
subscribed to emails
2.For loyalty_tier, code missing values as "Non-member"
3.For online_purchase_frequency, replace nulls with 0 for in-store-only customers

2. Address the outliers you identified in basket_size by capping at the 99th percentile

3. Create appropriate feature transformations:
4.Convert categorical variables to a suitable format for analysis
5.Normalize purchase frequency and basket size if needed
6.Create a derived "engagement score" combining purchase frequency, channel
diversity, and marketing response

4. Ensure all variables are in appropriate formats for analysis

Please show each step of your process, explain your reasoning, and provide statistics on
the dataset before and after cleaning.

This prompt is specific about data preparation requirements while allowing the language model
to apply its knowledge of best practices. It also requests explanations for each step, helping you
understand the transformation process. You can of course dial up or down the degree of flexibility
here - from asking the model to do what it thinks best, to asking for suggestions beforehand and
choosing your preferred options, to telling it specifically how to handle data preparation if you

have established or preferred approaches to commonly used data.

When reviewing the cleaning code, apply the "Examine" step from our VERIFY framework by
checking:
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- Are the approaches to missing data appropriate for your analytical goals?
- Are outlier handling methods justified and documented?
- Do the transformations maintain the integrity of the original data?

- Isall processing clearly explained and reproducible?

To examine code written by ChatGPT click the "[>_]" sequence of characters and the python code
that was run by Interpreter will be displayed.

Validation of Prepared Data

After cleaning, verify that the dataset is ready for analysis:
PROMPT:
Please validate the quality of our cleaned dataset by:

Confirming all variables are in the correct format for analysis
Verifying that missing values have been addressed appropriately
Checking that outliers have been handled as specified

Ensuring categorical variables are properly encoded

uA N

Confirming derived features have been created correctly

Also, provide summary statistics for the cleaned dataset and highlight any remaining
issues or limitations we should be aware of before proceeding with analysis.

This validation step is crucial before moving to substantive analysis. ChatGPT should confirm
the data is properly prepared and highlight any remaining issues that might affect your analysis.
When validating its cleaning and preparation work, ChatGPT may flag issues it forgot to resolve

in the first pass, or pick up new ones.

Where ChatGPT has decided how to handle data issues do not assume it has made the best choices
- review each choice it has made and consider if its choices make sense for your data. In a recent
analysis, we found that when handling outliers, ChatGPT clipped not only values above the 99th
percentile but also those below the 1st percentile - an approach that didn't make sense for our
zero-bounded metrics. This highlights the importance of carefully reviewing all data preparation

steps.

Best practice: Always request explicit validation of data preparation steps - and give thoughtful
consideration to the data cleaning actions taken. This helps catch errors early and ensures that

subsequent analyses are built on a solid foundation.

Feature Engineering
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At this point if there are additional fields you would like to create you can ask ChatGPT to
calculate them - you can also ask ChatGPT if there are any other fields it thinks is worth adding
to the data.

PROMPT:

It would be beneficial to have a measure of share of total spend that is online. Please add
online_share_of_spend calculated as online_total_spend / total_spend.

Are there any other calculated fields you think it would be worth adding to the data bearing
in mind our objectives for this analysis?

Before moving onto exploratory analysis I like to download a copy of the cleaned and processed
data together with the code used to produce it and a data dictionary to fall back on if I hit any of

the constraints of Code Interpreter’s environment.

PROMPT:

Before we move on to exploratory analysis please provide the following for me to
download:

1. Acsv file of the cleaned and prepared dataset reflecting all data cleaning, preparation,
transformation and any derived fields added

2. Adata dictionary for the cleaned and processed dataset that, in addition to the original
field names and descriptions, includes:
- names and descriptions for any new fields added
- a column containing the data type for each field.
- a column containing details of any transformations performed (e.g. actions taken to
handle missing values, handle outliers etc.)

3. The complete python codes used to load, review, clean, transform and produce the
analysis completed up to this point. It should be complete enough for me to run it in
my local environment and achieve the same results

4. Details of all packages used (name, version number)

5. A detailed write up of the data cleaning and preparations actions taken, and reasons
for any decisions taken.

EXPLORATORY ANALYSIS

As we move into exploratory analysis, maintain reasoning mode as your default. The model will

better identify subtle patterns and connections between variables when it explicitly reasons
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through the relationships. If you find yourself doing rapid iterations on visualisation formatting

only, you might switch to standard mode temporarily, but return to reasoning mode before

drawing any conclusions from the visualisations.

With clean, prepared data, you're ready for exploratory analysis. This stage involves identifying

patterns, relationships, and potential drivers of customer engagement. Language models excel at

generating comprehensive explorations that might take hours to code manually.

Univariate Analysis

To begin you can ask ChatGPT to examine individual variables:

PROMPT:

Using our cleaned dataset, please conduct a univariate analysis of key variables, including:

1.

2.
3.

Distribution analysis of all numeric variables related to engagement
(purchase_frequency, basket_size, channel_diversity, etc.)

Frequency analysis of categorical variables (loyalty_tier, preferred_channel, etc.)
Temporal patterns in purchase behaviour and seasonal effects

For each variable, include: - Appropriate visualizations - Summary statistics - Initial
observations about potential relationship to overall engagement

Focus particularly on identifying variables that show clear differences between high-
engagement and low-engagement customers.

This prompt applies the initial stage of the Progressive Prompting from Chapter 5, starting with

a broad exploration before narrowing focus. The language model will generate visualizations and

statistics for each variable, helping you identify potential patterns.

When reviewing this output, apply the "Inspect” step from our VERIFY framework by checking:

- Do visualizations accurately represent the data?

- Are appropriate chart types used for different variables?

- Are scales and labels clear and informative?

- Do summary statistics align with visualizations?

Bivariate Analysis

Next, examine relationships between variables:

PROMPT:
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Based on the univariate analysis, let's examine key relationships in the data:

1. Create a correlation matrix for all numeric variables and highlight the strongest
correlations with engagement metrics

2. For categorical variables, show how engagement metrics vary across different
categories

3. Generate appropriate visualizations showing the relationship between key variables and
engagement

4. |dentify the top 5 variables most strongly associated with high engagement based on
statistical measures

For each relationship, include both statistical measures of association and visualizations
that clearly show the pattern.

This prompt moves to the second stage of Progressive Prompting, focusing on relationships based
on insights from the univariate analysis. ChatGPT will generate correlation analyses, comparative
statistics, and visualizations showing how different wvariables relate to engagement.
Understanding patterns and relationships will help inform ours, and ChatGPTs understanding of

the data and shape subsequent responses, it may also identify areas of the data worth drilling into.

Multivariate Patterns

The final exploratory step examines how variables interact:

PROMPT:
Now, let's explore multivariate patterns in our data:

Investigate interaction effects between key variables identified in our bivariate analysis
Examine how combinations of factors relate to engagement levels

Identify customer segments with particularly high or low engagement

Create visualizations that effectively show these multivariate relationships

Eal R

The goal is to understand how different factors might work together to influence customer
engagement behaviour.

This prompt continues the Progressive Prompting approach, building on insights from previous
analyses to explore more complex patterns. ChatGPT will investigate how combinations of
variables relate to engagement, potentially revealing insights that wouldn't be visible from single-

variable analyses.
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Best practice: During exploratory analysis, make use of ChatGPTs ability to generate multiple
visualizations quickly. Request alternative visualization approaches for key relationships to gain

different perspectives on the same data.

With exploratory data analysis complete you should request a summary of the work completed so
far. This is useful as a reference, should you need to begin a new chat at this point, and even if
you continue within the same chat, it consolidates the learnings from the exploratory phase,
ensuring they don'’t start to slip outside the context window. Unless you have performed any

further transformations to the data you don'’t need to download the dataset again.

PROMPT:
Before we move on to our next stage of analysis please do the following:

1. Produce a write-up of the exploratory analysis phase, containing details of what data
we reviewed and what we learned from it. The write-up should be detailed enough for
someone to be able to produce a presentation from it without needing to consult the
original data.

2. Adownload of the write-up in markdown format

3. Downloads of all data visualisations produced during the exploratory analysis

4. Adownload of all code written to conduct the exploratory analysis

STATISTICAL ANALYSIS AND
VISUALIZATION

After exploration, you're ready for more formal statistical analysis to quantify relationships and
test specific hypotheses. This is where the analytical chaining approach from Chapter 5 comes
into play, as you move from descriptive to diagnostic analysis. If your exploratory analysis phase
was quite lengthy it may be worth starting a new chat at this point and uploading the various

outputs downloaded at the end of it, together with the processed data and data dictionary.

Critical: Ensure you're using reasoning mode for all statistical analysis. The model's enhanced
ability to check statistical assumptions and catch methodological errors is essential here. While
waiting 2-3 minutes for each statistical test might feel slow, a single undetected statistical error

could invalidate your entire analysis.

Channel Effectiveness Analysis

Firstly we need to prepare ChatGPT again - remind it of its role and upload the outputs from our

initial chat (skip this if you are continuing in the same chat):
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PROMPT:

[RE-STATE ROLE YOU WISH CHATGPT TO PLAY]

Attached are the findings from our initial exploratory analysis and the cleaned retail
customer dataset, along with the data dictionary and the python script used to produce
the file and carry out the initial analysis. Please review the attached documents and then

we'll move on to analysing channel effectiveness.

With that done we can proceed to the analysis:

PROMPT:

Based on our exploratory findings, please conduct a comprehensive analysis of channel

effectiveness:

4,
5.

Compare engagement metrics (purchase frequency, basket size, total spend) across
different channels

Test for statistically significant differences between channels

Analyse how channel preferences vary by customer segment (loyalty tier, age group,
etc.)

Identify which channels are most effective for different types of customers

Create visualizations showing channel performance across segments

Please use appropriate statistical methods based on variable types and distributions, and

report p-values and effect sizes for key comparisons.

This prompt directs the language model to apply formal statistical methods to quantify the

relationships identified during exploration. The response should include statistical tests,

significance levels, and visualizations highlighting the differences between channels.

When reviewing the statistical analysis, apply the "Find alternatives" step from our VERIFY

framework by considering:

- Are the appropriate statistical tests being used for each variable type?

- Do the statistical conclusions align with the patterns observed during exploration?

- Are there alternative explanations for the observed relationships?

Segment Analysis

Next, analyse customer segments to identify distinct engagement patterns:

PROMPT:

Now, let's analyse customer segments to understand engagement patterns:
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Use our loyalty tier segmentation to compare engagement metrics across segments
Identify the characteristics that distinguish high-engagement from low-engagement
customers

Analyse how channel preferences and response to marketing differ by segment
Develop profiles of each segment highlighting their distinctive engagement behaviours
Create visualizations that effectively communicate segment differences

Please test for statistical significance in the differences between segments and quantify
the magnitude of these differences.

This prompt requests formal analysis of customer segments to identify distinctive engagement

patterns. The language model will generate statistical comparisons, segment profiles, and

visualizations that highlight key differences.

Seasonal Pattern Analysis

Finally, analyse temporal patterns to identify seasonal effects:

PROMPT:

Let's analyse seasonal patterns in customer engagement:

s N

Identify how engagement metrics vary throughout the year
Determine if seasonal patterns differ across customer segments
Analyse whether channel effectiveness changes seasonally

Test for statistically significant seasonal effects

Create visualizations showing these temporal patterns

For each seasonal pattern, estimate the magnitude of the effect and its business
significance.

This prompt continues the Progressive Prompting approach from Chapter 5, exploring temporal

patterns as an additional analytical dimension based on initial findings.

Best practice: When requesting statistical analyses, always ask for both statistical and business

interpretations of results. While statistical significance is important, the practical significance and

actionability of findings are what create business value.

At this point, you should once again download a write up of the findings from this stage of the

analysis and the code used to produce it.

INSIGHT EXTRACTION AND
COMMUNICATION
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With analysis complete, the next stage involves extracting key insights and communicating them
effectively. This is where language models provide exceptional value, transforming technical

findings into business-relevant narratives.

Reasoning mode becomes even more critical as we synthesise findings. The model needs to trace
logical connections between different analytical stages and ensure conclusions are properly

supported by evidence. This is not the place to save 2 minutes by using standard mode.
Identifying Key Insights

If beginning a new chat, start by uploading the output from the previous stages. Next, ask the
language model to extract and prioritize the most important findings. As we shift from analysis

to extraction and communication of insights it is worth assigning a new role to ChatGPT:
PROMPT:

You are an expert insight professional, adept at sifting through large volumes of data to
extract the most relevant and actionable insights from them. You excel at turning insights
into engaging, clearly communicating findings tailored to your audience.

[If starting new chat, reference attached findings here]

Based on our complete analysis, please identify and prioritize the 5-7 most important
insights about customer engagement:

1. For each insight, provide:

A clear, concise statement of the finding
The supporting evidence from our analysis
The statistical and practical significance

Potential business implications

2. Prioritize insights based on: - Strength of the statistical relationship - Potential for
actionability - Business impact

3. Highlight any surprising or counter-intuitive findings

4. ldentify any areas where our analysis suggests additional questions worth
investigating

This prompt applies the "Yield final conclusions" step from our VERIFY framework, ensuring
insights are properly derived from the analysis. The language model will distil complex findings

into clear, prioritized insights with supporting evidence.
When reviewing these insights, consider:
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- Are the insights directly supported by the analysis?
- Do they focus on what matters most from a business perspective?
- Are statistical and practical significance distinguished clearly?

- Do they avoid overstating what the data actually shows?

If anything looks suspicious ask ChatGPT to clarify it and provide the supporting evidence. If it
is overstating findings, or providing insights not fully substantiated by the data it will usually

acknowledge this.
Here’s an example of some summary findings:

Multi-channel customers spend 2.3x more than single-channel shoppers

Finding: Customers who engage with the brand across multiple channels (in-store, online,
mobile app) spend significantly more annually than those who shop through only one
channel.

Evidence:

- Multi-channel shoppers average $1,250 annual spend vs. $540 for single-channel
customers

- This pattern holds across all loyalty tiers and demographic groups

- Statistical significance: p<0.001, effect size (Cohen's d): 1.85

Business Implication:

- Implement strategic cross-channel incentives that encourage single-channel shoppers
to explore additional channels
- Develop seamless omnichannel experiences that maintain consistent customer journey

Additionally, it identified other findings that may be worth further investigation:

Promotional Sensitivity Varies by Lifecycle Stage
Finding:

- New customers (0-6 months) show higher response to percentage-off promotions
- Established customers (>2 years) respond better to loyalty point multipliers

Evidence:

- Conversion rates for new customers: 28% for %-off vs. 12% for point promotions
- For established customers: 18% for %-off vs. 31% for point promotions

Business Implication:

- Tailor promotional strategies based on customer tenure
- Worth investigating deeper to understand underlying motivations and optimize
promotional mix
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It's also worth noting how the language model may interpret findings differently than a human
might. For example, in its summary it might identify that email responsiveness is not a strong
predictor of in-store purchases, suggesting that these channels operate independently. However,
a human's interpretation might instead focus on how this indicates an opportunity to better

integrate online communications with in-store experiences.

Creating Effective Visualizations

Next, develop visualizations that communicate key findings clearly:
PROMPT:

Please create a set of 4-5 visualizations that effectively communicate our key findings
about customer engagement:

1. For each visualization:
- Focus on one clear message or insight
- Use the most appropriate chart type
- Include clear titles, labels, and annotations
- Use colour and design elements purposefully
- Provide a brief caption explaining what the visualization shows

2. The set of visualizations should:
- Tell a coherent story about engagement drivers
- Progress logically from broader patterns to specific insights
- Highlight the most actionable findings
- Be accessible to business stakeholders without technical backgrounds

Please also provide recommendations for how these visualizations could be organized in
a business presentation.

This prompt leverages the language model's visualization capabilities to create compelling visual
stories from the data. The response should include carefully designed charts that clearly

communicate key findings to business audiences.

Best practice: Request visualizations that tell a story rather than just display data. Effective
analytical visualizations highlight specific insights, guide the viewer's attention, and include

enough context to be understood independently.

At this point in the analysis, ChatGPT might be unable to produce certain visualizations if needed
columns were dropped during the modelling phase. It's easy enough to resolve by uploading the

cleaned dataset from the initial data cleaning and preparation stage and instructing it to join on
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the missing columns using an appropriate key field. This underlines the importance of saving
outputs of each stage and remaining aware of what they contain to enable you to guide ChatGPT

when it runs into issues like this.

Developing Recommendations

Finally, translate insights into actionable recommendations:

PROMPT:

Based on our analysis of customer engagement factors, please develop specific, actionable
recommendations:

1. For each key insight, suggest 1-2 specific actions the business could take to improve
engagement

2. For each recommendation, include:

- Clear rationale based on our analytical findings

- Potential impact on engagement and purchase behaviour
Implementation considerations
How success could be measured

3. Prioritize recommendations based on:
- Expected impact on engagement
- Feasibility of implementation
- Time horizon (short-term vs. long-term)

4. Suggest an implementation roadmap that sequences these actions logically

Ensure recommendations are specific enough to be actionable but not so prescriptive that
they ignore business constraints | might not have shared.

This prompt completes the analytical chaining approach, moving from diagnostic analysis to
prescriptive recommendations. The language model will translate statistical findings into

concrete business actions with clear rationales.
When reviewing recommendations, check:

- Are they directly linked to specific analytical findings?
- Are they specific enough to be actionable?
- Do they consider both impact and feasibility?

- Do they avoid overstepping the boundaries of what the data actually shows?
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DOCUMENTATION AND
REPRODUCIBILITY

The final stage in our workflow involves documenting the entire process to ensure

reproducibility and knowledge transfer.

Creating a Comprehensive Summary

If you have been following the process outlined above, you'll have already downloaded write ups
of work completed and findings at each stage of the process. Having uploaded these to ChatGPT
in the Insight Extraction and Communication stage, you can ask ChatGPT to summarize the

entire analytical process:
PROMPT:

Please create a comprehensive summary of our entire customer engagement analysis
process, including:

Business context and analytical questions

Data preparation steps and decisions

Exploratory analysis approaches and key findings
Statistical methods applied and their results

Key insights extracted from the analysis
Recommendations and implementation considerations

No v~ whN =

Limitations of our analysis and areas for further investigation

This summary should serve as complete documentation of our analytical process, allowing

someone to understand both what we did and why we made each analytical choice.

This documentation creates a valuable reference for future analyses and helps communicate the
process to stakeholders. ChatGPT will generate a structured write up that captures the complete

analytical journey.

Documenting Code and Methodology

For technical reproducibility you should ensure you have a copy of all code written during each
stage of analysis. If you have downloaded the code after each stage then no further action should
be required here. However, if you have managed to make it this far in your analysis without

starting a new chat then request documentation of the analytical code:
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PROMPT:
Please provide comprehensive documentation of the code used in our analysis:

1. Create a well-commented version of all code used in data preparation, exploration,
and statistical analysis

Include explanations of key methodological choices

Document any data transformations or feature engineering steps

Note any external libraries or resources used

AR

Include code for generating all visualizations

This code documentation should be sufficient for another analyst to reproduce our entire
analysis independently.

This technical documentation ensures analytical reproducibility and creates a valuable resource

for future work. ChatGPT will provide well-documented code with clear explanations.

Best practice: Always document both the "what" and the "why" of your analytical process.
Understanding the rationale behind analytical choices is often as important as knowing the

technical steps performed.

CONCLUSION

In this chapter, we've walked through a complete end-to-end analytical workflow using language
models as our analytical partner. We've seen how to apply the frameworks from Chapter 5 at each

stage of the process, from initial problem framing to final recommendations.
Key takeaways from this workflow include:

- ChatGPT provides value at every stage of the analytical process, not just in code
generation or data visualization

- The progressive prompting approach allows you to build depth through iterative analysis

- Analytical chaining helps you move logically from descriptive insights to business
recommendations

- Verification remains essential throughout the process to ensure analytical integrity

- Documentation creates value beyond the immediate analysis by ensuring reproducibility

- Defaulting to reasoning mode throughout the workflow dramatically reduces analytical

errors, though it requires patience with the 1-3 minute processing times

- The time investment in reasoning mode is negligible compared to the time lost correcting

errors or, worse, making decisions based on flawed analysis
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This example focused on a relatively straightforward retail engagement analysis to clearly
illustrate the workflow. In the next chapter, we'll explore some examples of more advanced
analytical techniques: predictive modelling and segmentation analysis. You'll see how to apply
these same frameworks to more sophisticated analytical methods, further expanding your

capabilities as a language model-augmented analyst.
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CHAPTER 7: ADVANCED
ANALYTICAL TECHNIQUES

INTRODUCTION

Building on the analytical workflows established in previous chapters, we now turn our attention
to more sophisticated analytical methods that language models can help you implement. While
the previous chapter demonstrated a complete end-to-end workflow using retail engagement
analysis, this chapter explores how language models can democratise access to advanced analytical

techniques that traditionally required significant technical expertise.

However, as we venture into more complex analysis, we must first understand the technical
realities of working with Code Interpreter for advanced techniques. The architecture that serves
us well for linear analytical workflows presents challenges for the iterative, experimental nature
of advanced analytics. Understanding these limitations - and how to work around them - is crucial

for successful implementation of sophisticated analytical methods.

We'll begin by examining how Code Interpreter actually executes code and what this means for
advanced analytics. Then we'll explore which types of advanced analysis work well within Code
Interpreter's constraints and which require alternative approaches. Through practical examples,
you'll see how to leverage both Code Interpreter's strengths and hybrid approaches to expand

your analytical capabilities into predictive and prescriptive analytics.

By the end of this chapter, you'll understand not just how to implement advanced techniques, but

when and how to choose the most effective approach for your specific analytical challenge.

UNDERSTANDING CODE
INTERPRETER'S ARCHITECTURE FOR
ADVANCED ANALYTICS

Before diving into advanced analytical techniques, it's essential to understand how Code

Interpreter actually works, as this has significant implications for complex, multi-step analyses.
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How Code Interpreter Executes Your
Analysis

Code Interpreter operates differently from a traditional interactive Python environment. When
you make a request, Code Interpreter doesn't simply execute new code against existing objects in

memory. Instead, it follows this process:

Code Accumulation: Takes all the code written in previous prompts within that session
Script Assembly: Appends new code to address your current request

Full Execution: Runs the complete accumulated script from beginning to end

LN =

Response Generation: Returns results based on the final state of this complete execution

This means that with each new prompt, your entire analysis runs from scratch in a fresh Python

environment.

What Persists and What Doesn't

Understanding persistence is crucial for planning your analytical workflow:
What Persists Between Prompts:

- Files saved to the session: CSV files, images, model objects saved to disk
- The accumulated codebase: All code written remains part of the script

- Session context: ChatGPT remembers the conversation and analytical objectives
What Doesn't Persist:

- Python objects: DataFrames, variables, model results stored in memory

- Intermediate results: Unless explicitly saved to files, all computed objects are recreated
each time

- Random states: Unless explicitly set with seeds, random processes may vary between

executions

Implications for Advanced Analytics

This execution model has several important implications for how you structure and plan

advanced analytical workflows:

Computational Impact: Each new prompt requires re-executing the entire accumulated codebase,

meaning execution time increases with session length and complexity.
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State Management: While your analytical narrative and files persist, any computed objects
(DataFrames, model results, intermediate calculations) must be recreated with each execution

unless explicitly saved to files.

Session Planning: The accumulative nature means you need to consider when to break sessions
strategically, particularly for computationally intensive analyses or when the codebase becomes

unwieldy.

Code Quality: Since the complete script runs each time, code efficiency becomes increasingly

important as sessions progress, and any errors affect the entire execution chain.

Best Practices for Code Interpreter Sessions

To work effectively within these constraints:

- Set random seeds early to ensure reproducible results across iterations

- Save intermediate results to files when working with computationally expensive
processes

- Structure prompts comprehensively rather than breaking them into many small requests

- Plan session breaks strategically when accumulated code becomes unwieldy, saving

necessary outputs first

MATCHING ANALYSIS TYPES TO
APPROACHES

Understanding Code Interpreter's architecture helps us categorise advanced analytical techniques

by how well they align with its strengths and limitations.

Linear/Sequential Analysis: Code Interpreter
Friendly

These analytical approaches are examples of analytical tasks that work well within Code
Interpreter's architecture because they follow a logical, step-by-step progression without

requiring extensive iteration or comparison between multiple approaches:
Predictive Modelling:

- Data preparation - model building - evaluation - interpretation
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- Each step builds naturally on the previous one
- Limited need for rapid parameter experimentation

- Final model and evaluation metrics are the primary outputs
Statistical Testing:

- Hypothesits formulation - test selection - execution -
itnterpretation

- Clear sequential workflow

- Results are typically definitive rather than requiring iteration

Data Transformation Pipelines:

- Import - clean - transform - validate - export
- Linear process with clear checkpoints

- Intermediate results saved as files for later use
Time Series Analysis:

- Data preparation - trend analysis - forecasting - validation
- Sequential analytical steps

- Limited need for experimental parameter tuning

Iterative/Experimental Analysis: Hybrid
Approach Better

These techniques require extensive experimentation, comparison, and refinement - making them

poorly suited to Code Interpreter's linear accumulation model:
Clustering and Segmentation:

- Requires trying multiple algorithms (k-means, hierarchical, DBSCAN)
- Extensive parameter experimentation (different k values, distance metrics)
- Feature selection iteration

- Comparison between multiple solutions
Hyperparameter Tuning:

- Requires running dozens or hundreds of model variations
- Need to compare performance across many configurations

- Results are most valuable when viewed comparatively
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Feature Selection and Engineering:

- Iterative process of adding/removing variables
- Need to quickly assess impact of changes

- Comparison between multiple feature sets
Model Comparison and Ensemble Methods:

- Requires building and comparing multiple models simultaneously
- Complex interactions between different approaches

- Results interpretation requires side-by-side comparison

Choosing Your Approach

When planning advanced analysis, consider:
Use Code Interpreter when:

- Your analysis follows a clear, sequential workflow
- You need comprehensive documentation of the complete process
- Iteration requirements are minimal

- Final results are more important than intermediate exploration
Use the Hybrid Approach when:

- Your analysis requires extensive experimentation
- You need to rapidly compare multiple approaches or parameters
- Interactive exploration is crucial for understanding results

- You're comfortable running Python code locally

PREDICTIVE MODELLING WITH CODE
INTERPRETER

Predictive modelling exemplifies advanced analysis that works well within Code Interpreter's
architecture. The sequential nature of model development - from data preparation through

evaluation - aligns naturally with Code Interpreter's strengths.

Reliability Considerations for Language
Model-Assisted Predictive Modelling
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Before proceeding with language model-generated predictive models, it's important to

understand where current language models may struggle:

1.

Model Selection Issues: Language models may select inappropriate model types for
specific data characteristics or business problems

Parameter Tuning Weaknesses: They frequently use default parameters rather than
properly tuned ones

Assumption Violations: They may ignore important statistical assumptions required for
valid prediction

Overconfidence in Predictions: They may provide point estimates without proper
uncertainty quantification

Evaluation Metric Misapplication: They may use inappropriate evaluation metrics or

misinterpret their significance

Best practice: For any predictive model generated by ChatGPT, verify:

The appropriateness of the model type for your specific data and question
That all relevant assumptions have been checked

That proper validation procedures have been implemented

That uncertainty is properly quantified and communicated

That the evaluation metrics actually measure what matters for your business question

There should always be a layer of human verification, whether that be yourself, or a colleague

with the relevant knowledge. However, in the first instance asking ChatGPT to verify its own

work can help it to identify issues itself. Prompts such as ‘Having reviewed the data, is the model

we're using the most appropriate?”, “Are there any parameters we could adjust to fine tune the

model?”, “What assumptions is the model based on and are they fair assumptions given the

context of this analysis?” and so on.

A Complete Predictive Modelling
Workflow: Customer Churn Analysis

To demonstrate these concepts, let's work through a complete predictive modelling example. In

this example we'll focus on a streaming service, where the company wants to understand factors

associated with customer churn and develop a model to predict which customers are at risk of

cancelling their subscriptions.

The Business Scenario and Analytical Question
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Our example involves a subscription-based streaming service seeking to understand factors
related to customer churn. The company has collected data on customer demographics,
subscription details, usage patterns, and whether customers churned (cancelled their

subscription) within a specific timeframe.

The core analytical question is: "What factors are most strongly associated with customer churn,

and how can we predict which customers are at risk of churning in the near future?"

Initial Problem Framing with ChatGPT

The first stage in our predictive modelling workflow is properly framing the problem. This
involves defining our objectives, understanding available data, and developing a structured

approach. Let's ask ChatGPT to help us refine this question:

PROMPT:

I'm planning to analyse factors associated with customer churn for a subscription
streaming service and build a predictive model to identify customers at risk of cancellation.
Our initial question is "What factors are most strongly associated with customer churn,
and how can we predict which customers are at risk of churning in the near future?"

Please help me:

1. Break this down into more specific analytical questions

2. Identify key dimensions we should consider in our analysis
3. Suggest potential approaches for predictive modelling

4. Outline what a comprehensive answer would include

ChatGPT will help refine the question, suggesting specific sub-questions, key dimensions to
examine, and potential modelling approaches. This guidance helps structure your subsequent

analysis without prescribing exact techniques.

Structuring the Analytical Approach
With the question refined, you can ask ChatGPT to outline a structured approach:

PROMPT:

Based on your suggestions, | want to structure our churn analysis approach. We have data
including:

- Customer demographics (age, location, account type)

- Subscription details (plan type, monthly cost, tenure)

- Usage patterns (hours watched per week, device types, content categories)

- Customer support interactions

- Churn status (whether they cancelled within the last 3 months)
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Please outline:

1. Alogical sequence of analytical steps to build a predictive churn model
2. What we should look for in the exploratory phase

3. How we should approach model building and evaluation

4. Potential challenges we might encounter and how to address them

ChatGPT will provide a roadmap for your predictive modelling project, allowing you to benefit

from its guidance while maintaining control over the analytical process.

Data Exploration and Preparation

After uploading your dataset, ask ChatGPT to help examine it and identify what preparation

might be needed for predictive modelling:
PROMPT:

I've uploaded our customer dataset (churn_data.csv) along with a data dictionary. Please
conduct an initial examination that:

1. Provides an overview of the dataset structure

2. Examines the distribution of our target variable (churn)

3. Identifies any data quality issues that might affect predictive modelling
4, Suggests data preparation steps needed for effective churn prediction
5. Highlights any initial patterns related to churn you observe

This prompt focuses on the specific requirements for predictive modelling while allowing
ChatGPT to recommend appropriate preparation steps. The response will likely highlight issues
like class imbalance (typically few churned customers compared to retained ones) and suggest

appropriate handling methods.

Data Cleaning and Feature Engineering
Once you understand the data, ask ChatGPT to help prepare it for predictive modelling:
PROMPT:

Based on your examination, please help me prepare this dataset for churn prediction
modelling. Please:

1. Handle any data quality issues you've identified

2. Create useful features that might help predict churn

3. Preserve a copy of the ‘cleaned dataset’ before applying any encoding or
transformation and provide a csv download of the cleaned dataset

4. Prepare the data for modelling, including any necessary encoding or scaling. We'll call
this the ‘transformed dataset’. Preserve the customer_id field for use in joins to the
cleaned dataset later.
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5. Splitthe data appropriately into training and testing sets
6. Address the class imbalance in our target variable

Please explain your reasoning for key decisions so | understand the preparation process.

This prompt focuses on the specific preparations needed for predictive modelling without
prescribing exact techniques. ChatGPT will likely suggest creating features like usage trends,
recency metrics, and interaction variables that are particularly valuable for churn prediction. As
always, play close attention to the cleaning actions and feature creation. Be sure to ask for a
cleaned copy of the dataset to be preserved for later use and download it. When preparing the
dataset for modelling ChatGPT will often drop columns from the data that are not needed for the
modelling and when encoding columns, will often drop the original source column. This can
prevent you from profiling the data on those original columns later. By preserving a copy of the

cleaned dataset you can join back onto it later to recover any missing data.
Once cleaning and preparation is complete, ask ChatGPT to validate the cleaned dataset:
PROMPT:

Please validate the quality of our cleaned dataset by:

1. Confirming all variables are in the correct format for analysis

2. Verifying that missing values have been addressed appropriately
3. Checking that outliers have been handled as specified

4. Ensuring categorical variables are properly encoded

5. Confirming derived features have been created correctly

Exploratory Analysis for Predictive Insights
Before building models, we need to understand patterns related to churn:
PROMPT:

Please conduct an exploratory analysis focused on understanding churn patterns:

1. What customer behaviours are most strongly associated with churn?

2. Are there notable differences between churned and retained customers?

3. Which features show the most potential for predicting churn?

4. Are there interaction effects or non-linear relationships we should consider?
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5. What insights from this exploration should guide our modelling approach?

ChatGPT will analyse the relationship between potential predictors and churn, helping you
understand which factors matter most and how they might be incorporated into a predictive

model.

At this point you should request a summary of work completed and all outputs - including a
cleaned dataset and the dataset to be used for modelling. Then upload these to a new chat to begin

building models.

Building Predictive Models

Now you're ready to build predictive models. Rather than specifying exactly what models to build,

ask ChatGPT for recommendations:

PROMPT:

Based on our exploratory analysis, please help me develop predictive models for customer
churn:

1. Recommend appropriate modelling approaches for this problem

2. Build and evaluate multiple models to see which performs best

3. Assess each model's performance with appropriate metrics

4. Help me understand which features are most important in predicting churn
5. Explain the trade-offs between different modelling approaches

This prompt allows ChatGPT to recommend and implement appropriate models based on your
data, rather than needing to specify exactly which algorithms to use. ChatGPT will likely build
several models (such as logistic regression, random forest, and gradient boosting) and compare

their performance.
Managing Model Iterations

When building predictive models with ChatGPT, you'll typically work through multiple
iterations as you refine your approach. As you iterate, be explicit about tracking different model

versions in your prompts:
PROMPT:
Based on the performance of our initial random forest model, let's refine it by:

1. Adjusting the hyperparameters we identified as most important
2. Addressing the class imbalance more effectively
3. Focusing on the subset of features with highest importance scores
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Please implement these changes and compare the performance metrics of this refined
random forest model to our initial version.

This approach to model iteration creates a clear lineage of models that both you and ChatGPT
can refer to consistently. By giving specific names to different model versions (e.g., "initial

"nn

logistic regression," "refined random forest with class weighting," "feature-optimised gradient

boosting model"), you create reference points for comparing performance and discussing trade-
offs.

When ChatGPT responds with model improvements, it will typically refer to the models using
your terminology, making it easier to track the progression of your modelling efforts. This
becomes particularly valuable when you're comparing multiple model types with multiple

iterations of each.

Model Evaluation and Selection

Once you have multiple models, you need to evaluate them properly:

PROMPT:
For the models you've built, please help me evaluate them thoroughly:

1. What metrics should we prioritize for a churn prediction model?

2. How do our models perform on these key metrics?

3. Is there evidence of overfitting or other issues we should address?

4, Which model provides the best balance of performance and interpretability?
5. How reliable are the predictions, and what limitations should we be aware of?

ChatGPT will help you understand model performance using appropriate metrics (like precision,
recall, and ROC-AUC) and explain the trade-offs between different models. This helps you select
the most appropriate model for your business needs without requiring you to be an expert in

model evaluation.

Once you have chosen your preferred it's worth a final question to ChatGPT, with it now focussed
on a single model, if there are any further ways to refine its performance before moving on to the
next stage. You should also request a download of the model, all datasets, the code used to produce

the model and a summary of the work completed and findings.

You'll also want to save a the trained model and preprocessing pipeline in order to be able to re-

apply the model to a new dataset:
PROMPT:

Now that we've finished training and fine-tuning the churn prediction model, please
provide the following so | can apply it to a new dataset later:
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1. The final trained model and preprocessing pipeline required to apply the model to a
new dataset

2. Python code to load this saved pipeline and apply it to a new CSV dataset for prediction

Assume I'm running everything in a local Jupyter Notebook.

Understanding Feature Importance

To extract business value from your model, you need to understand what factors drive

predictions:
PROMPT:

For our best-performing model, please help me understand what it's telling us about
churn:

1. What are the most important predictors of churn according to the model?

2. How do these factors influence the probability of a customer churning?

3. Are there any surprising or counter-intuitive findings?

4. What customer behaviours represent early warning signs of potential churn?
5. How could we translate these insights into retention strategies?

This prompt focuses on extracting actionable insights from your model rather than just technical
details. ChatGPT will analyse feature importance and explain what the model reveals about churn

drivers in business terms.

From Predictions to Actions

Finally, ask ChatGPT to help translate your model into business impact:
PROMPT:

Now that we have a working churn prediction model, please help me develop a plan to use
it effectively:

1. How should we segment customers based on churn risk?

2. What targeted interventions might work for different risk levels?

3. How can we measure the effectiveness of these interventions?

4. What processes would we need to implement to use this model in production?
5. How should we monitor and update the model over time?

ChatGPT will help you move from a technical model to practical business applications, suggesting

how to use predictions to drive retention efforts and measure their impact.
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Key Outputs from Our Churn Prediction Analysis

A completed churn prediction project transforms raw data into actionable business intelligence.
Your analysis might reveal that behavioural patterns - such as a sharp decline in watch hours or
multiple consecutive inactive weeks - are far stronger predictors than demographics or
subscription details. The model could identify specific risk thresholds, like when a 40% decrease
in engagement signals an 8x higher churn probability. Beyond individual predictors, you'll likely
uncover distinct high-risk customer profiles - perhaps "Fading Enthusiasts" who've exhausted
content in their preferred genre, "Seasonal Viewers" who subscribe for specific shows, or "Price-
Sensitive Occasionals" with low usage on premium plans. Most importantly, these insights
translate directly into targeted retention strategies: personalized content recommendations for
genre-exhausted viewers, "welcome back" campaigns for inactive users, or value-enhancement
messaging for price-sensitive segments. The predictive model thus bridges analytical insights to

concrete business actions, creating a data-driven retention strategy.

As outlined in the previous chapter on completing the analysis you should document your
approach to ensure reproducibility and create a plan for validation before moving towards
planning deployment. With a project such as a churn prediction model that will likely be
deployed into CRM systems to trigger consumer-facing actions, thorough validation is of the

utmost importance.

Key Lessons from Predictive Modelling
with Language Models

Through this workflow, we've seen how language models can assist with sophisticated predictive
modelling tasks that traditionally required specialized expertise. Key takeaways include:

1. Guided Discovery: Rather than needing to specify exact techniques, you can let the
language model recommend appropriate approaches based on your data and business

context

2. Accessible Sophistication: Complex methods like feature engineering, model selection,

and evaluation become accessible without requiring deep technical expertise

3. Business Translation: Language models excel at translating technical model outputs into

business-relevant insights and recommendations

4. TIterative Improvement: The conversational interface facilitates rapid experimentation

and refinement of your models
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5. Knowledge Building: Through this process, you not only get results but also learn about

predictive modelling approaches that you can apply in future analyses

6. Potential for omission: Whilst ChatGPT excels at all of the above stages, the variable
nature of its responses means there is always potential for its initial answer to be
incomplete, or have the potential to be improved. Ask regularly - ‘what are we missing?’,
‘what other options are there?” to help surface enhancements and refinements to its

responses.

By leveraging these capabilities whilst being mindful of the limitations and maintaining
appropriate verification practices, you can develop sophisticated predictive models that drive

meaningful business impact.

CLUSTERING AND SEGMENTATION:
THE HYBRID APPROACH

While predictive modelling works well within Code Interpreter's sequential execution model,
clustering and segmentation analysis exemplifies advanced techniques that require a different
approach. The iterative, experimental nature of clustering - trying different algorithms,

parameter values, and feature combinations - conflicts with Code Interpreter's linear architecture.

Why Clustering Challenges Code Interpreter

Clustering analysis presents several challenges for Code Interpreter's execution model:

Extensive Parameter Experimentation: Determining the optimal number of clusters typically
requires running algorithms with different k values (k=3, k=4, k=5, etc.) and comparing results.
In Code Interpreter, each trial triggers a complete re-execution of data preparation and previous

clustering attempts.

Algorithm Comparison: Effective segmentation often requires comparing k-means clustering
against hierarchical clustering, DBSCAN, or other approaches. Maintaining multiple clustering
solutions simultaneously for comparison becomes unwieldy in Code Interpreter's accumulative

model.

Feature Selection Iteration: You may want to run clustering with different variable combinations
- first using behavioural variables only, then adding demographics, then trying alternative feature
engineering approaches. Each iteration in Code Interpreter requires re-running the entire
analytical pipeline.
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Interactive Exploration: Understanding cluster meaning often requires drilling down into specific
segments, cross-tabulating with various dimensions, and exploring outliers. This exploratory

analysis is cumbersome within Code Interpreter's linear structure.

Results Comparison: The most valuable insights from clustering often come from comparing
solutions side-by-side - examining how different approaches segment the same customers, or

how parameter changes affect segment composition.

Reliability Considerations for Language
Model-Assisted Clustering

When using language models to support segmentation and clustering analysis, be aware of these

significant limitations:

1. Parameter Selection Issues: Language models sometimes choose arbitrary parameters for

clustering algorithms (like number of clusters) without proper statistical justification

2. Interpretation Without Validation: They can present cluster descriptions with

unwarranted confidence, without adequate validation of cluster stability

3. Methodological Mismatches: They may select inappropriate clustering algorithms for

your specific data type or question

4. Lack of Robustness Testing: They typically don't test cluster solutions for robustness to

small data changes or outliers

5. Over-interpretation of Clusters: They tend to assign excessive meaning to clusters that

may be statistical artifacts rather than meaningful groupings
Best practice: For any language model-generated segmentation analysis:

- Request and verify the statistical justification for the number of clusters chosen

- Test multiple clustering algorithms to see if similar groupings emerge

- Validate cluster stability through techniques like random subsetting

- Critically evaluate whether the discovered segments represent genuine patterns or
statistical artifacts

- Confirm that the clustering method chosen is appropriate for your data type and business

question

Clustering is an exploratory technique that benefits from human judgment - don't accept a
language model's interpretation of cluster meaning without critical evaluation from a domain

expert.
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The Hybrid Approach for Clustering

The hybrid approach leverages ChatGPT's analytical capabilities while using your local Python
environment for the iterative execution that clustering requires. This approach provides the best
of both worlds: ChatGPT's expertise in methodology and code generation, combined with the

flexibility of local execution.

Unlike the Code Interpreter workflow, the hybrid approach is inherently more fluid and self-
directed. ChatGPT generates code and provides analytical guidance, but you control the execution
and interpretation of results. The level of interaction between you and ChatGPT depends largely
on your familiarity with clustering methodology - experienced analysts may primarily use
ChatGPT for code generation, while those newer to clustering may seek more guidance on

interpreting outputs and making methodological decisions.

This dynamic means you'll need to actively decide what results to share back with ChatGPT for
interpretation and what to evaluate independently. The depth of this interaction will vary based

on your analytical confidence and the complexity of your findings.

Consequently, this section illustrates the principles and workflow of the hybrid approach rather
than providing prescriptive, step-by-step instructions. The prompts demonstrate how to leverage

ChatGPT's expertise while maintaining the flexibility that effective clustering analysis requires.
Setting Up for Hybrid Clustering Analysis

Before beginning, ensure you have a local Python environment with the necessary libraries. Ask

ChatGPT to help you prepare:
PROMPT:

| want to conduct customer segmentation analysis using clustering techniques, but I'll be
running the code locally in Jupyter notebooks rather than using Code Interpreter. Please
help me set up by providing:

A list of Python libraries I'll need for comprehensive clustering analysis
Sample code to import these libraries and verify they're working correctly
A general workflow structure for iterative clustering analysis

Best practices for organising results from multiple clustering experiments

own =

This establishes the foundation for your hybrid workflow, with ChatGPT providing the technical

guidance while you maintain control over execution.

Once you have the libraries set up and a workflow structure you can move on to preparing your

data.
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Data Preparation and Initial Exploration
Begin by asking ChatGPT to help you understand your data and prepare it for clustering:

PROMPT:

I have a customer dataset for segmentation analysis with the following structure: [provide
data dictionary or sample]. | need to prepare this data for clustering analysis. Please
provide Python code that:

1. Loads and examines the dataset structure

2. Identifies data quality issues that might affect clustering

3. Generates output that can be used to determine appropriate steps for data
cleaning and transformation.

Please provide complete, runnable code that | can execute locally, with explanations for
each major step.

ChatGPT will provide comprehensive data preparation code that you can run and modify locally.
This approach allows you to execute the code, examine intermediate results, and make

adjustments without the constraints of Code Interpreter's environment.

Before running the code you should read through ChatGPT’s explanations of each step and ensure
that it is not applying any cleaning or transformations to the data at this stage. Here you want it
to simply generate output that will allow you or ChatGPT to evaluate the data. Depending on
your level of familiarity with the steps involved in preparing data for clustering you may want to
paste elements of the output into the chat interface to ask ChatGPT’s opinion. You could ask
ChatGPT for its opinion on the distribution of the data, which features include or exclude based
on the level of variance seen in the data, what approach to take with heavily skewed data or data
containing extreme outliers. Screenshots work well for sharing small outputs. If you want to
share longer outputs you can export the notebook as an .html file and upload the file to the chat.
(Note: you can also upload .ipynb files to ChatGPT for code review, but the format does not

preserve any data visualisations so ChatGPT will not be able to review them).
With the data cleaned and transformed we can move on to feature engineering:

PROMPT:

Bearing in mind our objectives for this cluster analysis, please recommend what features
we should engineer for effective segmentation

Review the suggested features and decide which you wish to include. Keep in mind here that
ChatGPT does not have visibility of your data and may require additional information in order
to write robust code (e.g. the unique values a categorical column contains). It is worth checking

if it needs any additional information about the data before writing the feature engineering code.
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Also be mindful that ChatGPT lacks an understanding of any caveats of your data beyond that
which you have explicitly provided. Watch out for calculations that do not make sense - for
example performing a calculation using two metrics that are based on different time periods.
Finally, ask yourself what is ChatGPT missing? ChatGPT is great at identifying useful features,
however it may miss important aspects of your data. For instance, in one case whilst working
with retail data it flagged outliers in the customer lifetime value field. However it did not account
for tenure in its assessment. Customers with longer tenures logically have higher lifetime value
than those with shorter tenures. Normalising lifetime value before handling outliers was a
necessary step to avoid penalising customers with longer tenure. This relationship between fields

was something ChatGPT did not pick up on.

Once the data is cleaned and any additional features created you can ask for the code to perform

transformations needed to prepare the data for clustering:
PROMPT:

The dataset is now clean and all additional features have been added. | need to prepare
the data for clustering algorithms (scaling, encoding, etc.). Please provide Python code to
do this.

As with any clustering exercise, before embarking on the clustering itself, you'll want to consider
which features to include as a starting point, remove features to avoid excessive pairs of features
that are heavily correlated and determine an optimal number of clusters based on the features you

plan to use.
PROMPT:

Please write the code to carry out some initial exploration of the data for the purpose of
segmentation:

1. First, explore which variables show the most meaningful variation across our
customer base

2. Identify any variables that are heavily correlated

3. Determine the optimal number of segments using appropriate statistical method

I'd prefer a solution with 4-7 segments that balances statistical validity with practical
marketing applicability.

Finally, recommend which clustering approach would be most appropriate for this data
and our objective.

Designing the Clustering Experiment Framework
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Ask ChatGPT to help you structure a systematic approach to clustering experimentation:

PROMPT:

I want to systematically explore different clustering approaches for my customer
segmentation. Please provide Python code that creates a framework for:

ok wn =

Testing multiple clustering algorithms (k-means, hierarchical, DBSCAN)
Trying different numbers of clusters for each algorithm

Experimenting with different feature combinations

Systematically storing and comparing results

Creating visualisations to compare different clustering solutions

The code should be modular so | can easily run different combinations and compare
results side-by-side.

This prompt yields a structured experimental framework that you can execute and modify locally,

allowing for the rapid iteration that effective clustering requires.

Implementing and Comparing Clustering Solutions

With your framework established, ask ChatGPT to provide specific implementations:

PROMPT:

Using the experimental framework you provided, please give me Python code to:

o0k wbd=

Implement k-means clustering with k values from 3to 8

Implement hierarchical clustering with the same range

Try DBSCAN with different epsilon values

Create evaluation metrics to compare these solutions

Generate visualisations showing cluster characteristics for each approach
Provide a systematic way to compare and rank different clustering solutions

Include code to handle common issues like determining optimal parameters and dealing
with different cluster shapes.

The resulting code gives you multiple clustering implementations that you can run, compare, and

modify based on your specific requirements.

Iterative Refinement and Feature Engineering

As you examine initial results, you'll likely want to refine your approach. Ask ChatGPT to help

with iterations:

PROMPT:

Based on my initial clustering results, | want to refine the analysis. Please provide code to:
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1. Test clustering with different feature combinations (removing highly correlated
features, adding interaction terms)

Handle outliers that are creating their own clusters

Experiment with different scaling approaches

Create alternative distance metrics for specific business requirements

Validate cluster stability through bootstrap sampling

ok wn

The code should allow me to easily switch between different configurations and compare
results.

This iterative approach leverages ChatGPT's expertise while giving you the flexibility to quickly

test modifications and compare results.

Interpreting and Profiling Clusters

Once you've identified promising clustering solutions, ask ChatGPT to help interpret them:

PROMPT

I've identified several promising clustering solutions from my experiments. Please provide
Python code to:

Create comprehensive profiles for each cluster in my chosen solution
Identify the most discriminating variables for each segment
Generate "typical customer” profiles for each cluster

Create visualisations that effectively communicate segment differences

o K~ b=

Develop business-friendly names and descriptions for each segment

The code should help me understand what makes each cluster unique and how to translate this

into actionable business insights.

Validating and Finalising Segmentation

Before finalising your segmentation, you need both technical validation and business

interpretation. Start with technical validation:
PROMPT:

Before finalising my customer segmentation, please provide Python code to:

Test the stability of my chosen clustering solution

Validate that clusters are meaningfully different from each other

Check for statistical significance of differences between segments

Assess whether the number of clusters is appropriate

Generate summary files documenting the validation results and analytical choices
made

N
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Include methods to save validation outputs that | can reference when creating the final
business report.

Once you've completed the technical validation, you could now upload the results and your
cluster profiling output to ChatGPT and ask it to help translate your findings into business
insights:

PROMPT:

Based on the validation results from my clustering analysis and cluster profiles (attached),
please help me create a comprehensive business report by:

Interpreting what the validation results tell us about segment quality and reliability
Creating detailed, business-friendly profiles for each customer segment
Translating statistical differences into actionable business insights
Recommending specific marketing strategies tailored to each segment

A S

Summarising the overall segmentation approach, key findings, and business
implications

Focus on creating content that non-technical stakeholders can understand and act upon.

Advantages of the Hybrid Approach for
Clustering

The hybrid approach provides several key advantages for clustering analysis:

Rapid Experimentation: You can quickly test different parameters, algorithms, and feature

combinations without waiting for full pipeline re-execution.

Side-by-Side Comparison: Maintain multiple clustering solutions in memory simultaneously,

making it easy to compare approaches and identify optimal solutions.

Interactive Exploration: Drill down into specific clusters, examine outliers, and explore patterns

without triggering full re-execution of the analysis.

Efficient Iteration: Make small adjustments to algorithms or parameters and immediately see

results, facilitating the experimental process essential for effective clustering.

Resource Management: Avoid the computational overhead of repeatedly re-executing data

preparation and previous clustering attempts.

Better Documentation: Maintain clean, organised code that documents your experimental
process and makes it easy to reproduce specific results.
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Best Practices for Hybrid Clustering Analysis

Systematic Experimentation: Use ChatGPT to create structured experimental frameworks rather

than ad-hoc parameter testing.

Version Control: Maintain clear versions of different approaches and parameter combinations

for easy comparison.

Comprehensive Evaluation: Use multiple metrics and visualisation approaches to evaluate

clustering quality rather than relying on single measures.

Business Validation: Always validate that statistical clusters translate to meaningful business

segments before finalising your approach.

Documentation: Maintain clear documentation of analytical choices and their justification for

future reference and reproducibility.

CONCLUSION

In this chapter, we've explored how to effectively leverage language models for advanced
analytical techniques while understanding their architectural constraints. The key insight is that

different analytical approaches require different implementation strategies.

For sequential analytical workflows like predictive modelling, Code Interpreter's architecture
provides an excellent platform. The linear progression from data preparation through model
building to evaluation aligns naturally with how Code Interpreter executes accumulated code.
This approach democratises access to sophisticated predictive techniques while maintaining

analytical rigor through guided implementation.

For iterative, experimental techniques like clustering, the hybrid approach proves superior. By
combining ChatGPT's analytical expertise with local execution, you gain the flexibility needed for
the rapid experimentation that effective clustering requires. This approach doesn't diminish the

value of language model assistance - instead, it optimises how you leverage that assistance.

The most successful applications of language model-powered advanced analytics typically
combine the language model's expertise with an honest understanding of tool limitations. This
chapter's framework - categorising techniques by their workflow requirements and choosing
appropriate implementation approaches - provides a foundation for making these decisions

systematically.
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As you apply these techniques in your own work, remember that the quality of your analytical
thinking remains paramount. Language models can implement sophisticated methods and
provide technical guidance, but your domain expertise, business judgment, and critical evaluation

of results determine the ultimate value of your analysis.

The democratisation of advanced analytics through language models is transformative, but it
elevates rather than eliminates the importance of analytical judgment. By understanding how to
choose and implement the right approach for each analytical challenge, you can harness this

transformation to drive meaningful business impact.

In the next chapter, we'll explore how to effectively interpret and communicate the results of your
analyses, transforming complex findings into compelling narratives and actionable

recommendations that drive business impact.
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CHAPTER 8: INTERPRETING
AND COMMUNICATING
RESULTS

THE INSIGHT TRANSLATION
CHALLENGE

In data analytics, there's often a significant gap between discovering insights and effectively
communicating them to drive business decisions. Many brilliant analyses languish in obscurity
because they weren't translated into language that resonates with decision-makers. Even the most

sophisticated analysis provides little value unless it influences decisions and actions.

Language models excel at this translation process, serving as a bridge between analytical findings
and business implications. They can help you reframe technical discoveries in terms of business
opportunities, risks, and strategic choices. By leveraging language models in this translation
process, you maintain analytical rigor whilst delivering insights in compelling, accessible

language that resonates with stakeholders.
The key is to approach this translation deliberately, rather than treating it as an afterthought:

- Technical analysis: What patterns, relationships, and anomalies exist in the data?

- Business interpretation: What do these findings mean for the organisation's goals,
challenges, and opportunities?

- Communication strategy: How can these insights be presented to drive understanding and

action?

Language models can assist at each stage, but particularly in bridging from technical analysis to
business interpretation and crafting effective communication. We touched on extracting findings
from the data at the end of Chapter 6 - producing the technical analysis. In this chapter we delve
deeper into extracting the most relevant findings and applying business interpretation to them,

before moving on to strategies for communicating them.

As we move into interpreting and communicating findings we are not as reliant on ChatGPT and
Code Interpreter. These latter stages could be completed by another language model of the same

calibre as ChatGPT if you have analysis you have completed yourself.
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USING LANGUAGE MODEL TO
EXTRACT KEY INSIGHTS

Before communication comes clarity. When you're immersed in complex analysis, it can be
challenging to step back and identify which findings truly matter from a business perspective.

Language models can serve as an effective thought partner in this distillation process.

Prioritising Findings Through
Systematic Prompting

Use structured prompts to help identify the most significant insights from your analysis.

PROMPT:

You are an expert insight professional, adept at sifting through large volumes of data to
extract the most relevant and actionable insights from them. You excel at turning insights
into engaging, clearly communicating findings tailored to your audience.

[INSERT BUSINESS OBJECTIVES AND PROJECT BACKGROUND]

I've completed an analysis on customer retention patterns and attach the findings from
the analysis:

Please help me identify the 3-5 most significant insights from these results, considering:

Which findings show the clearest path to business impact
Which results challenge our existing assumptions
Which patterns reveal unexpected opportunities or risks

N

Which correlations suggest actionable interventions

For each key insight, please explain why it matters from a business perspective and what
guestions it raises for further investigation.

This structured approach forces a prioritization process that separates truly valuable
findings from merely interesting statistics. Notice how the prompt doesn't just ask for the
"most important" insights (which is too vague), but provides specific criteria for evaluating
importance.

Extracting Meaning from Complex
Models
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When working with complex models like customer lifetime value predictions or segmentation

analysis, language models can help translate technical outputs into meaningful business insights:
PROMPT:

I've developed a predictive model for customer lifetime value with the following key
features and coefficients:

- Acquisition channel: Direct (+£125), Organic search (+£92), Paid search (+£43),
Social (-£28)

- First purchase category: Electronics (+£215), Home goods (+£87), Apparel (-£35)

- First 30-day behaviour: Multiple categories purchased (+£187), Mobile app
installed (+£112)

- Demographics: Urban location (+£65), Age 35-44 (+£55)

- The model explains 67% of variation in 2-year customer value

Please interpret these results in clear business terms, explaining:

What these coefficients actually mean for our business

Which factors appear most influential and why they might matter

How we might use these insights to improve customer acquisition and onboarding
What surprising or counter-intuitive findings deserve special attention

What limitations or caveats we should keep in mind when applying these insights

ok wbh =

Please avoid technical jargon and focus on implications that would be meaningful to our
marketing team.

This prompt focuses on translating statistical findings into business language, emphasizing

practical implications over technical details.

Identifying Overlooked Insights

Sometimes the most valuable insights aren't the obvious ones. Language models can help you look

past the headline findings to uncover subtler but potentially important patterns:
PROMPT:

Our quarterly sales analysis focuses primarily on the 22% overall growth rate, but I'm
concerned we might be missing important nuances. From the attached analysis results,
please:

1. Identify less obvious patterns that might be masked by the aggregate growth
figure

2. Highlight any concerning trends that could threaten future performance

Point out unusual or unexpected relationships that warrant further investigation

w

4. Detect potential early warning signs in the data
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Suggest "second-order insights" that emerge from combining multiple findings

I'm particularly interested in insights that challenge our current strategy assumptions or
suggest new opportunities we haven't considered.

This prompt pushes beyond surface-level findings to uncover deeper insights that might

otherwise remain hidden.

Connecting Disparate Findings

Often, the most powerful insights come from connecting findings across different analyses or data

sources:

PROMPT:

| have insights from three separate analyses:

1.
2.
3.

Customer segmentation showing four distinct behavioural clusters
Channel attribution analysis for our digital marketing
Product affinity analysis showing common purchase combinations

As individual analyses, each provides useful insights, but | suspect there are valuable
connections between them that we're missing. Please:

1.
2.

3.
4.
5.

Identify potential relationships between findings across these analyses

Suggest hypotheses about how insights from one analysis might explain patterns
in another

Highlight opportunities that emerge from the combined view

Point out potential contradictions or tensions between the separate findings
Recommend integrated strategies that leverage insights from all three analyses

The goal is to develop a more holistic understanding than we can get from any single

analysis.

This prompt encourages synthetic thinking across analytical silos, potentially uncovering insights

that wouldn't be visible from any single perspective.

Best Practice: When using a language model to extract insights, always verify against your raw

findings. Language models may occasionally misinterpret statistical outputs or overstate

certainty, so maintain critical oversight of its interpretations.

CRAFTING BUSINESS-RELEVANT

NARRATIVES
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Once you've identified your key insights, the challenge shifts to structuring them into a coherent
narrative that will resonate with your audience. Raw findings rarely speak for themselves - they
need to be woven into a story that connects to business priorities and highlights clear

implications.

Language models excel at narrative construction, helping transform disconnected findings into
cohesive stories with clear throughlines. This isn't about embellishing or distorting your analysis,
but rather about providing the necessary context and framing that makes the significance of your

findings apparent.

Building the Analytical Narrative
Structure

When developing your narrative, providing context (such as the business objectives and

transcripts or notes from briefing meetings) helps the language model frame the story effectively:
PROMPT:

Based on our analysis of customer acquisition channels, we've identified these key
insights:

1. Referral customers have 42% higher lifetime value than paid social acquisitions

2. Organic search customers take 30% longer to convert but have 25% higher
retention

3. Email response rates have declined 18% year-over-year despite increased sending
frequency

4. Mobile app users generate 2.3x more revenue than web-only customers

I've attached our current strategic objectives document, the transcript from our quarterly
business review and the full set of findings from the analysis. Please help me craft a
business narrative around these findings, including:

An opening that establishes why this analysis matters to our business objectives
A logical flow that connects the insights into a coherent story

Clear cause-and-effect relationships where supported by the data

Specific implications for our acquisition strategy and budget allocation

ok wbd =

A conclusion that summarises the implications and points toward potential actions

The narrative should be suitable for presentation to our executive team, who are
particularly concerned about rising customer acquisition costs and slowing growth.

In this prompt, you're not just asking for a narrative, but providing specific guidance on structure,
audience, and business context. The request for "clear cause-and-effect relationships where

supported by the data" is particularly important, as it prevents the language model from inventing
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causal connections that aren't justified. Stating your audience for the communication helps direct

the language model to tailor the narrative to the audience.

Crafting Different Narrative Formats

Different situations call for different narrative approaches:

PROMPT:

Using our recent product usage analysis insights (attached), please help me create
three different narrative formats:

1. An executive summary (1 page) highlighting key findings and strategic
implications

2. A detailed analytical narrative (3-4 pages) explaining methodology,
findings, and recommendations

3. Avisual story format with key charts and minimal text for a presentation

Each format should cover these key points:

- Usage patterns across customer segments

- Feature adoption trends and their correlation with retention

- Identified pain points in the customer journey

- Opportunities for improving engagement in low-usage segments

For the executive summary, focus on implications and recommendations. For the
detailed narrative, include methodological context and limitations. For the visual
story, emphasise compelling data visualizations with clear takeaways.

This prompt recognizes that the same insights often need to be packaged differently for various

contexts and audiences.

Developing a Problem-Solution
Narrative

A particularly effective narrative structure frames insights in terms of problems and potential

solutions:

PROMPT:

Our analysis of support ticket data has revealed several issues with our customer
onboarding process. Please help me structure a problem-solution narrative that:

216



1.

PROMPT FOR ANALYTICS AND DATA SCIENCE

Clearly articulates the key problems identified in the data:
- 68% of new users contact support within their first week
- Initial setup complexity is mentioned in 42% of tickets
- Documentation is cited as insufficient in 37% of cases
- Mobile users experience 3x the error rate of desktop users

2. For each problem, develop a potential solution based on data insights:

- Incorporate the patterns of successful users who didn't require support
- Address specific pain points mentioned frequently in tickets
- Leverage feedback on what helped users resolve their issues

3. Creates a compelling narrative arc that:

Establishes the business impact of the current onboarding issues
Presents a vision of the improved experience

Outlines a logical implementation path from current state to desired state
Includes success metrics and expected outcomes

The narrative should be objective but persuasive, letting the data tell the story while clearly
advocating for necessary changes.

This prompt guides the language model to create a narrative that not only describes problems but

connects them to potential solutions, increasing the likelihood of action.

Compelling Story Elements

Great analytical narratives often incorporate specific elements that enhance engagement and

impact:

PROMPT:

For our presentation on customer churn analysis (attached), please help me incorporate
these storytelling elements:

1.

o0k owbd

A compelling hook that immediately establishes the business significance of our
findings

Concrete examples or mini case studies that illustrate the patterns we've identified
Relevant comparisons or benchmarks that contextualise our metrics

"Aha moment" framing for our most surprising or counter-intuitive findings

Clear connection between data patterns and human behaviour

A forward-looking conclusion that inspires action

Our analysis found that small service disruptions have a cumulative effect on churn risk,
that response time to complaints is more important than resolution time, and that certain

customer segments show dramatically different sensitivity to price changes.
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This prompt focuses not just on the content of the narrative but on incorporating elements that

make it more compelling and memorable.

Best Practice: When crafting narratives with language model assistance, remember that you're
still the domain expert. The language model provides structure and phrasing, but you must ensure

the narrative accurately reflects your analytical findings and business context.

AUDIENCE-TAILORED
COMMUNICATION

Different stakeholders need different levels of detail, technical depth, and contextual framing. The
CEO might want high-level strategic implications, while the marketing team needs tactical
guidance, and fellow analysts require methodological transparency. Language models excel at

reframing the same content for different audiences.

Adapting Content for Specific
Stakeholders

Use structured prompts to provide direction for ChatGPT to adapt content for particular audience

needs:
PROMPT:
I've prepared the following technical analysis summary of our A/B test results:
[Technical summary of A/B test results] + [Strategic analysis] + [market position summary]
Please help me adapt this for three different audiences:
1. Executive Leadership (CEO, CFO):

- Focus on business impact and ROl implications
- Connect to strategic objectives and market position
- Keep it under 500 words with clear, decisive recommendations
- Avoid technical details but maintain analytical credibility
2. Marketing and Product Teams:

- Include tactical implications for campaigns and product features
- Provide more detailed breakdown of user behaviour changes
- Include specific next steps and implementation guidance
- Use marketing terminology rather than statistical language
3. Data Science Colleagues:
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Maintain methodological details and statistical rigor

Include information about limitations and potential biases
Suggest follow-up analyses or methodological improvements
Use proper technical terminology and include relevant metrics

For each adaptation, maintain the same core findings but frame them appropriately for
the audience's needs, interests, and technical literacy.

This prompt recognizes that effective communication isn't just about simplifying technical

content but about reframing it in terms relevant to each audience.

Creating a Stakeholder Communication

Plan

For complex analyses with multiple stakeholders, develop a comprehensive communication

strategy:

PROMPT:

For our recent customer journey analysis project, we need to communicate findings to

several stakeholder groups with different needs and interests. Please help me create a
communication plan that includes:

1. For each stakeholder group:

Key questions or concerns they'll want addressed

Most relevant insights from our analysis for their function

Appropriate level of technical detail and terminology

Recommended format and length (presentation, report, dashboard, etc.)
Potential objections or resistance to anticipate

2. A master narrative that ensures consistency across communications while

allowing for audience-specific adaptations

3. Sequence and timing recommendations (who should hear what, when)

4. Follow-up strategy to gather feedback and address questions

The stakeholder groups include: Executive Committee, Product Development, Customer
Service, Marketing, Sales Leadership, and IT/Technical Teams.

This prompt helps create a systematic approach to multi-stakeholder communication, ensuring

consistent messaging while addressing specific audience needs.
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Translating Between Technical and
Business Language

One of the most valuable communication services language models can provide is translating

between technical and business terminology:
PROMPT:

Please help me translate these statistical findings into clear business language suitable for
our sales leadership team:

1. "Multivariate regression analysis shows a statistically significant negative
correlation (p<0.01) between response time and customer satisfaction (3=-0.42)"

2. "Customer segmentation using k-means clustering (k=4) revealed distinct
behavioural patterns, with the third cluster showing high purchase frequency but
low average order value"

3. "Time series analysis indicates seasonal variation in conversion rates with an
autoregressive component and heteroskedasticity in the residuals"

For each finding, provide:

- Aplain-language explanation of what it means

- Business implications and why it matters

- Any actions the sales team might consider in response

- Asimple analogy or example that makes the concept intuitive

This prompt focuses specifically on translating technical jargon into business value statements

without losing the essence of the findings.

Visualizing Results for Different
Audiences

Different audiences may need different visualizations of the same data:
PROMPT:

Based on our customer segmentation analysis, please help me design visualization
approaches for three different audiences:

1. For Executive Leadership:

- Simple, high-impact visualizations focusing on business outcomes
- Segment sizes, values, and growth potential
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- Clear connections to strategic objectives
- No more than 3-4 key visualizations
2. For Marketing Teams:

- More detailed segment profiles and characteristics
- Channel preferences and response patterns by segment
- Opportunity sizing and targeting priorities
- Interactive elements for exploration if possible
3. For Analytics Team:

- Methodological visualization showing cluster separation and quality
- Detailed attribute distribution by segment

- Feature importance and correlation visualizations

- Time-series view of segment stability and migration

For each audience, recommend specific chart types, key metrics to highlight, colour
schemes, and annotation approaches that would be most effective.

This prompt recognizes that the same analytical results may need to be visualized differently for

different audiences, based on their needs and technical literacy.

Best Practice: When adapting content for different audiences, maintain absolute consistency in
the underlying facts and findings. Simplification should never lead to distortion or selective

presentation that changes the fundamental message of your analysis.

LANGUAGE MODEL-ENHANCED DATA
VISUALIZATION

Effective data visualizations are crucial for communicating complex findings quickly and
memorably. The visualisations generated to help you to understand the data during the analysis
may not be the best choice of visualisation for the audience. Language models can help you
conceptualize, design, and refine visualizations that highlight your key insights, even if you don't

have extensive design experience.

Selecting Appropriate Visualization
Types

Language models can help you choose the right visualization for your specific analytical insights:

PROMPT:
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| need to visualise the following insights from our customer analysis:

1.

oD

The relationship between customer tenure and lifetime value across four product
categories

Monthly churn rates compared to industry benchmarks over the past year

The distribution of customers across our new segmentation model

Geographic patterns in product adoption rates

The customer journey from acquisition to first purchase, by channel

For each insight, please recommend:

A

The most effective visualization type(s) with rationale for your recommendation
Key elements to include (axes, legends, labels, annotations)

Potential pitfalls to avoid for this visualization type

How to emphasise the main message while maintaining data integrity

Any interactive elements that would enhance understanding (if applicable)

Please provide specific examples or mock-up descriptions where helpful.

This prompt moves beyond generic chart suggestions to match visualization approaches to

specific analytical needs, with guidance on implementation.

Refining Visualization Concepts

Once you have an initial visualization concept, language models can help refine it for maximum

impact:

PROMPT:

I'm planning to use a grouped bar chart to compare customer acquisition costs across
channels (paid search, organic, social, referral, direct) for three customer segments. My
current concept includes:

Channels on the x-axis

Cost on the y-axis

Color-coding for the three segments
Channel average as a horizontal line

Please suggest specific improvements to make this visualization more effective,
considering:

a bk wh-=

Alternative arrangements that might highlight key comparisons better
Appropriate use of colour, considering accessibility

Annotations or callouts to draw attention to important patterns

Ways to incorporate additional context (e.g., conversion rates or lifetime value)
Title and axis labelling best practices for this specific content
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6. Whether a completely different visualization approach might work better

The key message | want to convey is which channel-segment combinations offer the best
efficiency and which are underperforming expectations.

This prompt helps refine an initial concept, potentially addressing issues before they become

problems in the final visualization.

Creating Visualization Systems and
Dashboards

For complex analyses, individual charts may not be sufficient - you need a system of visualizations

that work together:
PROMPT:

I need to design a cohesive set of visualizations for our quarterly business review that tells
a complete story about our customer health metrics. Please help me:

1. Design a system of 5-7 visualizations that collectively address:

- Acquisition trends and efficiency
- Engagement patterns across customer journey stages
- Retention and churn by cohort and segment
- Product adoption and feature usage
- Support and satisfaction metrics
2. For this visualization system, recommend:

- How the visualizations should be sequenced to tell a coherent story
- Aconsistent design system (colours, styles, annotations) across all charts
- Which metrics should be highlighted vs. provided as context
-  How to handle comparisons to targets, historical performance, and
forecasts
- Transition statements to connect the different visualizations
3. Suggest dashboard layout options that would work for both presentation and
exploration purposes

The primary audience is our executive team, who need both strategic overview and the
ability to identify specific areas requiring attention.

This prompt approaches visualization as a system rather than individual components, focusing

on how different elements work together to tell a coherent data story.

BUILDING INTERACTIVE DASHBOARDS
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For more complex analyses, static visualizations may not suffice. Interactive dashboards and
comprehensive reports allow stakeholders to explore findings at their own pace and focus on
aspects most relevant to their needs. Language models can help conceptualise and structure these

more sophisticated communication tools.

Dashboard Conceptualization

Language models can help design effective interactive dashboards:
PROMPT:

I need to design an interactive dashboard to communicate our customer acquisition and
retention analysis. This dashboard will be used by our marketing team to optimise channel
strategy and budget allocation. Based on the analysis we've completed, please help me:

1. Define the core objectives and key questions this dashboard should address

2. Recommend 4-6 key visualizations to include, with rationale for each

3. Suggest an effective layout that balances overview and detail

4. Recommend interactive elements (filters, drilldowns, tooltips) that would add the
most value

5. Define a primary-secondary-tertiary information hierarchy

6. Suggest appropriate KPIs and comparison benchmarks to include

The dashboard needs to help the team answer questions like:

- Which channels deliver the highest-value customers?

- How do acquisition patterns vary by product line and customer segment?
- Where are we seeing improving or declining efficiency?

- What are the early indicators of retention issues?

Please be specific about how the dashboard elements would work together to provide
both high-level insights and the ability to investigate specific areas.

This prompt focuses on the strategic design of an interactive dashboard, considering both the

analytical content and the user experience.

Template Development

Language models can help create templates for recurring analytical communications:

PROMPT:
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We produce monthly performance reports for our regional sales teams. | have attached
reports from the last 3 months. Please help me design a standardized template that:

1. Creates a consistent structure for recurring analytical communication

2. Balances fixed elements (standard metrics, comparisons) with space for month-
specific insights

3. Includes clear definitions and contextual information for metrics

4. Incorporates space for feedback and follow-up to create a continuous
communication loop

The template should be comprehensive enough to ensure consistency while allowing
flexibility to address emerging issues or opportunities each month.

This prompt focuses on creating reusable analytical communication frameworks that balance

standardization with flexibility.

Best Practice: When designing any form of analytical communication, start by clarifying the key
decisions or actions it should inform. Work backward from these outcomes to determine what

information is most crucial to include and how it should be structured and presented.

ESTABLISHING CONSISTENT
COMMUNICATION STANDARDS

To maximise the impact of your analytical communications over time, it's valuable to establish
consistent standards that ensure quality and effectiveness. This is particularly important when
using language models since you do not have the consistency of the same human writing each

communication.

Creating Style Guides for Analytical
Communication

Develop instructions for consistent approaches to presenting analytical findings by creating a

guide that can be uploaded to language models:

PROMPT:
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Please help me create a style guide for analytical communications that ensures
consistency and effectiveness. The style guide should be structured for interpretation by
a language model and should cover:

1. Language standards:
- Preferred terminology for key metrics and concepts
- Guidelines for technical vs. business language use
- Voice and tone recommendations for different contexts
- How to write about confidence levels and uncertainty

2. Visualization standards:
- Colour usage and palette specifications
- Typography hierarchy and formatting
- Annotation practices and labelling conventions
- Standard chart types for common analyses

3. Narrative structures:
- Recommended formats for different communication types
- Guidelines for insight prioritization
- Standard sections and their sequence
- Balancing findings, context, and recommendations

4. Examples demonstrating these standards in practice

The style guide will be used by our analytics team of 12 people who support marketing,
product, and operations functions.

This prompt helps create a consistent foundation for analytical communications across a team or

organization.

Presentation Design for Data-Driven
Meetings

Design effective presentations for analytical meetings:
PROMPT:

| need to create a 20-minute presentation of our quarterly customer analysis for our
executive team. Please help me design an effective structure and approach that:

Captures attention with the most important findings first

Creates a coherent narrative flow through multiple analysis areas
Balances data presentation with business implications

Includes appropriate interaction points and discussion prompts
Effectively handles anticipated questions and objections

ok wb =
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6. Closes with clear recommendations and next steps

The analysis covers acquisition trends, customer journey mapping, retention patterns, and
lifetime value drivers. Our CEO is particularly interested in understanding why certain
segments are showing declining engagement despite increased marketing spend.

This prompt focuses on designing a meeting structure that effectively communicates analytical

findings.

Documentation Standards

In a similar vein to documenting communication styles you should establish standards for

documenting analytical approaches:
PROMPT:

| need to create documentation standards for my analytical work to ensure knowledge
transfer and reproducibility. Please help me develop guidelines for:

1. Methodology documentation:
- Required elements to include (assumptions, limitations, data sources)
- Level of detail for different audience types
- How to document methodological decisions and alternatives considered
- Standards for code and query documentation

2. Results documentation:
- Format for recording key findings
- Requirements for validation and quality control notes
- Guidelines for documenting unexpected or anomalous results
- Standards for visual and tabular output documentation

3. Implementation documentation:
- Connecting analytical findings to business decisions
- Tracking the impact of analysis-driven changes
- Creating an audit trail from insight to action

The standards should be thorough enough to ensure reproducibility while remaining
practical for our fast-paced environment.

This prompt helps create documentation standards that support knowledge sharing and analytical

rigor.

Best Practice: Develop and maintain a system for capturing effective communication approaches,
presentations, and visualizations to build a repository of best practices. This creates a virtuous

cycle of continuous improvement in analytical communication.
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I'll write a section for your book chapter on using language models as a simulated audience to
prepare for presentations. This fits well with the chapter's focus on interpreting and

communicating results.

Using Language Models as a Simulated
Audience

After crafting your analytical narrative and visualisations, one final step can dramatically improve
your presentation's effectiveness: simulating audience reactions. You may be accustomed to
doing this via dry-runs of presentation with your team. Language models can do a great job at
playing the role of different stakeholders, helping you anticipate questions, objections, and areas

that may require further clarification.

Anticipating Stakeholder Questions

PROMPT:

You are an experienced [CFO/Product Manager/Marketing Director] reviewing my analysis
on [topic]. Based on the presentation summary below, please:

Generate 5-7 questions you would likely ask from your professional perspective
Identify any claims that appear insufficiently supported or that you'd challenge
Note any business implications I've overlooked

N

Suggest metrics or comparisons you'd want to see added
My presentation covers: [Paste in key points from your presentation]

This approach helps you identify blind spots in your communication before facing real
stakeholders. By running simulations with different personas, you'll uncover varied concerns and

perspectives that might otherwise catch you unprepared.

CONCLUSION

Effective communication transforms analytical work from interesting insights into business
impact. By leveraging language models throughout the interpretation and communication

process, you can:

- Extract the most business-relevant insights from complex analyses
- Craft compelling narratives that connect findings to strategic priorities
- Tailor communications precisely to different stakeholder needs
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- Design clear, impactful visualizations that highlight key messages

- Develop actionable recommendations firmly grounded in your analysis

Throughout this process, you remain the analytical expert and domain specialist. Language
models serve as powerful communication partners, helping bridge the gap between technical
analysis and business application - but the ultimate responsibility for accuracy, relevance, and

ethical presentation remains with you.

When used thoughtfully, language model-assisted communication can significantly amplify the
impact of your analytical work, ensuring that important insights don't remain buried in technical

outputs but instead drive meaningful change in your organization.

From Communication to
Implementation

With the ability to interpret and communicate insights effectively, you now need systematic
approaches to make language model-assisted analytics a sustainable part of your practice. The
techniques you've learned throughout this book provide immediate value, but realising their full

potential requires structured implementation approaches.

The chapter that follows will show you how to build your language model analytics capability
systematically. You'll learn how to document business context for consistent results, identify
high-value applications worth pursuing, design repeatable workflows that embed best practices,
and create reusable resources that scale your efforts. These implementation skills transform
language model-assisted analysis from ad-hoc experimentation into reliable analytical capabilities

that deliver consistent business value.
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CHAPTER 9: BUILDING YOUR
LANGUAGE MODEL
ANALYTICS APPROACH

FROM TECHNIQUES TO PRACTICAL
IMPLEMENTATION

Throughout the previous chapters, we've explored the powerful capabilities of language model
tools for data analysis - from basic data cleaning and exploration to sophisticated predictive
modelling and visualisation. You've learned how these tools can transform raw data into
actionable insights with unprecedented speed and ease. However, knowing the techniques is only
half the battle. To realise the full potential of language model-assisted analytics in your work, you
need structured approaches that bridge the gap between individual techniques and cohesive

analytical workflows that deliver consistent value.

Thoughtful implementation serves as the connective tissue between technical capabilities and
business impact. By developing consistent approaches to documentation, business context, and
workflow management, you ensure that language model tools are applied thoughtfully,

consistently and systematically rather than haphazardly.

In this chapter, we'll focus on building practical, repeatable approaches that help you apply the
techniques from previous chapters in a cohesive, business-relevant way. Rather than providing
industry-specific templates that might not fit your unique context, we'll offer adaptable methods
for developing tailored approaches to your specific needs. These will help you document business
context, identify high-value applications, design effective workflows, and scale successful

implementations.

The aim of this chapter is to help you leverage language model tools more effectively, creating
systematic approaches that can be refined, shared, and potentially scaled across your team or
department. By the end of this chapter, you'll have practical guidance for turning language model-

assisted analytical techniques into sustainable personal capabilities that drive measurable impact.
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DOCUMENTING BUSINESS CONTEXT
FOR LANGUAGE MODELS

One of the most critical steps in developing effective language model-analytics is thoroughly
documenting the business context in which your analysis takes place. Unlike human analysts who
accumulate institutional knowledge over time, language models need explicit guidance to
understand your business environment, terminology, and data nuances. Creating comprehensive
documentation not only "trains" the language model to operate within your specific context but
also creates valuable knowledge assets that can be shared with colleagues or reused in future

analyses.

Creating KPI Glossaries and Metric
Definitions

Language model tools can perform impressive analytical feats, but they don't inherently
understand what metrics matter in your work or how they're calculated. Creating a structured
glossary of key performance indicators (KPIs) and metrics ensures that your language model

assistant can properly interpret and work with your business-specific measures.
Your KPI glossary should include:

- Formal metric names and common aliases: Many fields use multiple terms for the same
metric (e.g., "customer acquisition cost" might also be called "CAC" or "cost per

acquisition").

- Precise calculation formulas: Document exactly how each metric is calculated, including

any business-specific rules or exceptions.

- Relevant dimensions and segmentations: Note how metrics are typically sliced and diced

(e.g., by region, product category, customer segment).

- Typical ranges and benchmarks: Provide context on what constitutes "good" or

"concerning" values for each metric.
- Business significance: Explain why each metric matters and how it connects to objectives.

Best practice: Create a standard format for metric definitions that can be easily referenced in

prompts to language model tools. For example:

PROMPT:
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I'll be analysing customer retention. Attached is a glossary of the KPIs we frequently use.

This approach provides the language model with critical context that ensures its analysis aligns

with your specific understanding and use of metrics.

Capturing Data Environment Nuances

Every dataset has quirks, limitations, and special considerations that would be obvious to
experienced analysts but invisible to a language model tool. Documenting these nuances is

essential for preventing misinterpretations and ensuring reliable results.
Your data environment documentation should address:

- Historical changes in data collection: Note when and how data collection methodologies
have changed (e.g., "Prior to January 2023, geographical data was collected at postal code
level; after that date, it's collected at city level").

- Known data quality issues: Document any systematic data quality challenges (e.g., "Store

#123 consistently shows abnormal sales patterns due to its use as a training location").

- Business events affecting data patterns: Record significant events that might appear as
anomalies (e.g., "The spike in returns during March 2024 was due to a product recall, not

a quality issue").

- Missing or implied context: Capture information that's not explicitly recorded in your
data but influences interpretation (e.g., "Customer IDs with prefix 'PR_' represent

prospects, not actual customers").

- System limitations: Note any constraints in your data systems that affect analytics (e.g.,

"Our CRM system only began tracking customer service interactions in Q3 2023").

Here's a template for documenting data environment nuances:
p g
DATA ENVIRONMENT DOCUMENTATION
1. Data Sources

- [SOURCE NAME]: [Description and key characteristics]
- Update frequency: [How often new data is available]
- Access method: [How you access this data]

2. Known Data Quality Issues

- [ISSUE 1]: [Description, affected data, workarounds]
- [ISSUE 2]: [Description, affected data, workarounds]

3. Historical Changes
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- [DATE] : [Change in data collection methodology]
- [DATE]: [System migration or structure changes]

4. Business Events Affecting Data

- [DATE/PERIOD]: [Event and impact on data patterns]
- [DATE/PERIOD]: [Event and impact on data patterns]
5. Implied Context and Special Cases

- [SPECIAL CASE 1]: [Description and how to handle]
- [SPECIAL CASE 2]: [Description and how to handle]

Best practice: Maintain a living document of data quirks that can be referenced when initiating
any language model-assisted analysis. Update it whenever a new data anomaly or environmental

change is discovered.

Developing Business Logic References

Beyond metrics and data quirks, language model tools need to understand the business logic that
governs how your field makes decisions and interprets results. This includes segmentation

schemes, calculation hierarchies, and analytical conventions.
Your business logic documentation should include:

- Customer/product segmentation frameworks: Detail how your organisation categorizes

customers, products, or other key entities.

- Hierarchical structures: Outline your organizational hierarchies (e.g., product categories,

geographical divisions) that affect how data is aggregated and analysed.

- Standard calculation methodologies: Document approved approaches for common

analyses like attribution modelling or customer lifetime value calculations.

- Reporting periods and conventions: Specify fiscal calendars, reporting cadences, and any

business-specific time period definitions.

- Decision thresholds: Record established thresholds that trigger action (e.g., "Inventory
alerts are generated when stock falls below 15% of typical monthly demand").

Here's a template you might use to document a segmentation framework:

SEGMENTATION FRAMEWORK: [NAME]
Purpose: [How this segmentation is used]

Dimensions:

- [DIMENSION 1]: [Description and categories]
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- [DIMENSION 2]: [Description and categories]

Segment Definitions:
1. [SEGMENT 1 NAME]

- Criteria: [Specific definition]

- Typical characteristics: [Key traits]

- Business approach: [How we typically handle this segment]
2. [SEGMENT 2 NAME]

- Criteria: [Specific definition]
- Typical characteristics: [Key traits]

- Business approach: [How we typically handle this segment]
[Continue for all segments]

Application Guidelines:

- [GUIDELINE 1]: [When and how to apply]
- [GUIDELINE 2]: [When and how to apply]

Best practice: Create visual representation of complex business logic (like decision trees or flow

charts) that can be converted to text descriptions for use in language model prompts.

By thoroughly documenting your business context - KPIs, data environment, and business logic
- you create a foundation for effective language model-assisted analytics that accurately reflects
your specific realities. This documentation becomes a crucial part of your prompting strategy,
providing the context necessary for the language model to generate relevant, accurate insights

rather than generic analysis.

IDENTIFYING HIGH-VALUE LANGUAGE
MODEL APPLICATIONS

With a solid foundation of business context documentation in place, the next step is identifying
where language models can create the most value in your analytical workflows. Not all analytical
tasks benefit equally from language model assistance, and your time is limited. A systematic
approach to identifying and prioritising high-value applications ensures that you focus your

implementation efforts where they'll deliver the greatest impact.

Assessing Task Characteristics for
Language Model Value
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While language models can assist with nearly any analytical task, their relative value varies
significantly across different types of work. Systematically evaluating key characteristics helps you
prioritise where language model augmentation will deliver the greatest return on your time

investment:

- Repetition frequency: Routine tasks performed regularly (daily, weekly, monthly)
typically offer greater cumulative time savings when augmented with language models. A

report you generate every week represents 52 opportunities annually to save time.

- Standardization level: Tasks with consistent structures, inputs, and expected outputs are
easier to frame effectively for language model assistance. Highly variable or ad-hoc

analyses may require more extensive prompt customization each time.

- Complexity: Tasks involving multiple steps, data sources, or analytical techniques often
see substantial efficiency gains through language model assistance, which can rapidly
generate code and execute multi-stage analyses that would be time-consuming to develop

manually.

- Creativity benefit: Analyses that benefit from diverse perspectives or alternative
approaches gain significant value from the language model's ability to suggest multiple

analytical angles and interpretive frameworks that might not occur to a single analyst.

- Domain knowledge intensity: While language models can assist with highly specialised
analyses when properly contextualised, the effort required to provide sufficient domain
context must be weighed against the benefits. Sometimes the prompting overhead exceeds

the value gained.

- Time sensitivity: Analyses needed under tight deadlines often benefit disproportionately
from language model assistance. When hours matter, a language model's ability to rapidly

develop and execute analyses can be transformative.

- Current time investment: Tasks that currently consume significant time offer greater

potential savings through automation or augmentation.

- Pain point severity: Tasks that are particularly frustrating, error-prone, or disliked often
make excellent candidates for language model assistance, delivering both efficiency and

quality-of-work-life improvements.

High-Value Language Model Augmentation Examples

Tasks that typically score highly on the evaluation matrix include:
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- Regular performance reporting: Generating weekly or monthly dashboards and reports

that follow consistent structures but require substantial data wrangling and visualization

- Exploratory data analysis on new datasets: Initial investigation of patterns, relationships,

and quality issues in unfamiliar data

- Multi-platform data integration: Combining and harmonizing data from various sources

requiring different access methods and transformation approaches

- Market or competitor analysis: Research that benefits from diverse perspectives and the

synthesis of multiple information sources

- Complex segmentation analyses: Customer or product clustering that requires testing

multiple methodologies and parameters

- Tight-deadline ad hoc requests: Urgent analyses needed for immediate business decisions

where speed is critical

Lower-Value Language Model Augmentation Examples
Tasks that typically score lower on the evaluation matrix include:

- One-time, highly specialised analyses: Projects requiring deep domain expertise that

would take longer to explain to the language model than to perform manually

- Analyses using proprietary methods: Work involving confidential algorithms or

approaches that cannot be shared with external language model services

- Extremely simple, quick tasks: Basic calculations or data lookups that take only seconds to

perform manually

- Analyses requiring perfect precision: Work where even small rounding errors or

numerical imprecisions could significantly impact outcomes

- Highly regulated analyses: Tasks with strict compliance requirements for methodology
transparency and validation that would require extensive post-language model

verification

- Production-critical automated processes: Recurring analyses embedded in mission-

critical systems where reliability and consistency are paramount

The difference often comes down to the "overhead ratio" - the time needed to effectively frame
the task for language model assistance compared to the time saved through augmentation. When

the overhead consumes a significant portion of the potential time savings, the practical value
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diminishes. The other key difference is the level of analytical risk - how significant would the

impact of an error in the language model’s work be? More on analytical risk later in this chapter.

Best practice: Begin by cataloguing all analytical tasks you perform over a typical month. Evaluate
which tasks lend themselves more to language model augmentation. Start with the 2-3 tasks with
the quickest wins and lowest analytical risk to build momentum and experience before moving to

more involved tasks or tasks with higher levels of analytical risk.

Mapping the Automation-Augmentation
Spectrum

Language model applications in analytics exist on a spectrum from full automation to light
augmentation. Understanding where different tasks fall on this spectrum helps determine the

appropriate implementation approach:

- Full automation: Routine, rules-based analyses that can be completely handled by
language model with minimal human oversight (e.g., standard performance dashboards,

routine data cleaning).

- Heavy augmentation: Complex analyses where the language model does the heavy lifting
but you review, refine, and extend the results (e.g., customer segmentation, trend

identification).

- Collaborative augmentation: Analyses where you and the language model work in
tandem, with you guiding the process and the language model providing support at key

steps (e.g., predictive modelling, scenario analysis).

- Light augmentation: Primarily human-driven analyses where the language model
provides specific inputs or handles discrete subtasks (e.g., complex strategic analyses,

novel research questions).

For each task identified as suitable for language model assistance, determine its optimal position

on this spectrum based on complexity, required accuracy, and your comfort level.

Best practice: Start with tasks at the "full automation" or "heavy augmentation" end of the
spectrum for quick wins, then gradually move toward more collaborative approaches as you build

confidence and capabilities.
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DESIGNING LANGUAGE MODEL-
POWERED ANALYTICAL WORKFLOWS

Once you've identified the initial applications for language models in your analytics practice, the
next step is designing effective workflows that embed language model tools within systematic
processes. Well-designed workflows ensure consistency, quality, and efficiency in your language

model-assisted analytics, transforming promising techniques into reliable capabilities.

Template Development for Recurring
Analyses

For analyses performed regularly, creating standardized templates dramatically improves
efficiency and consistency. These templates serve as reusable assets that encode best practices and

reduce prompt engineering time.

Effective analytical templates include:

Context primers: Standard language that efficiently conveys relevant business context to

the language model, drawing from your business documentation.

- Structured prompt sequences: Pre-built series of prompts that guide the language model

through a complete analytical process.

- Parameter placeholders: Clearly marked variables within prompts that can be updated for

each analysis iteration (e.g., time periods, product categories).

- Output specifications: Explicit instructions on how results should be formatted,

visualized, and structured.

- Interpretation guidance: Direction on how to present insights, highlight key findings, and

frame recommendations.

Here's a template for a recurring analysis that you could adapt for your own use:
ANALYSIS TEMPLATE: [ANALYSIS NAME]
Purpose: [Brief description of what this analysis delivers]
Required inputs:
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- [INPUT 1]: [Description and format]
- [INPUT 2]: [Description and format]

Preparation steps:

1. [STEP 1 DESCRIPTION]
2. [STEP_2 DESCRIPTION]

EXAMPLE 1: Initial Data Exploration
PROMPT:
I'm conducting [ANALYSIS_NAME] for [TIME_PERIOD]. I've uploaded [DATA_FILES].
Key business context to consider:

- [CONTEXT_POINT_1]
- [CONTEXT_POINT_2]
- [CONTEXT_POINT_3]

Please begin by:

Summarizing the key characteristics of the dataset

Identifying any data quality issues or anomalies

Providing initial observations about [KEY_METRICS]
Highlighting any unusual patterns compared to [BENCHMARK]

N

EXAMPLE 2: Detailed Analysis
PROMPT:

Based on the initial exploration, please conduct a detailed analysis focusing on:

1. [ANALYSIS_FOCUS_1]
2. [ANALYSIS_FOCUS_2]
3. [ANALYSIS_FOCUS_3]

For each area, please:

- Identify key trends and patterns

- Compare performance to [BENCHMARK]

- Suggest potential explanations for significant variations
- Create appropriate visualizations

EXAMPLE 3: Insight Extraction and Recommendations
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PROMPT:
Based on the analysis, please:

1. Identify the 3-5 most significant insights
2. For each insight, explain:
- What the data shows
- Why it matters to our business
- Potential actions or responses
3. Prioritise recommendations based on [CRITERIA]
4. Suggest specific next steps for implementation

Quality checks:

- [CHECK_1]
- [CHECK_2]
- [CHECK_ 3]

Expected outputs:

- [OUTPUT_1]
- [OUTPUT_2]

For example, a monthly product performance analysis template might include:
PROMPT:

I'm conducting our monthly product performance analysis for [CATEGORY] during
[MONTH/YEAR]. Please note our business context:

- "Revenue" is gross sales minus returns and discounts

- "Contribution margin"is revenue minus product cost and variable selling expenses

- Products are classified as "Growing" (>10% YoY growth), "Stable" (£+10% YoY), or
"Declining" (>10% YoY decline)

Please analyse the attached data to:

Identify the top 5 and bottom 5 products by contribution margin growth
Highlight any products that changed classification (e.g., from Stable to Growing)
Identify potential cannibalization within product families

N

Create a summary visualization showing the distribution of products across
growth categories

Present results in a clearly structured report with executive summary and supporting
visualizations.
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Best practice: Create a personal template library organized by analytical purpose, with clear
naming conventions and versioning. Include annotations explaining when each template is most

appropriate and any customization required.

Integrating Verification into Analytical
Workflows

As established in earlier chapters, verification is essential for quality control in language model-
enhanced analytics. When designing your workflows, this verification process should be
explicitly integrated at key points rather than treated as a separate phase that happens after

analysis is complete.
This requires embedding verification checkpoints throughout your analytical processes:

1. Pre-Analysis Verification: Implement validation steps before any substantive analysis

begins to ensure data quality and proper analytical framing

2. In-Process Verification: Include examination and review checkpoints during the

analytical process, particularly after key transformations or decisions

3. Output Verification: Apply inspection and alternative approaches steps systematically

before accepting final results

4. Communication Verification: Before sharing insights with stakeholders, complete
verification of final conclusions with appropriate documentation of limitations and

confidence levels

For recurring analytical workflows, consider creating verification templates that standardise how

each verification component is applied to that specific process. These templates might include:
- Common data quality issues to check for particular datasets
- Standard comparison benchmarks for specific metrics
- Predefined alternative approaches to test for validation
- Required documentation standards for various stakeholder groups

By embedding verification directly into your analytical workflows rather than treating it as a
separate process, quality control becomes an intrinsic part of how analysis is conducted rather

than an afterthought.

242



PROMPT FOR ANALYTICS AND DATA SCIENCE

Creating Feedback Loops for
Continuous Improvement

The most effective language model-analytics approaches evolve over time based on systematic
learning. Establishing formal feedback loops ensures that each analysis contributes to ongoing

improvement.
Key elements of effective feedback loops include:

- Outcome tracking: Recording the decisions made based on the analysis and their

subsequent results.

- Accuracy assessment: Evaluating how well predictions or recommendations performed

against actual outcomes.

- Prompt effectiveness review: Analysing which prompting approaches yielded the most

useful and accurate results.

- Failure analysis: Investigating cases where language model-assisted analysis produced

misleading or incorrect conclusions.
- Template refinement: Regular updates to templates based on accumulated learning.

Here's a simple learning log template you can use after completing each analysis:

ANALYSIS LEARNING LOG

Analysis details:

- Date: [DATE]
- Topic: [BRIEF DESCRIPTION]
- Business question: [QUESTION ADDRESSED]

What worked well:

- [POSITIVE ASPECT 1]
- [POSITIVE ASPECT 2]

What could be improved:

- [IMPROVEMENT AREA 1]
- [IMPROVEMENT AREA 2]

Prompt effectiveness:

- Most effective prompt: [PROMPT EXCERPT]
- Least effective prompt: [PROMPT EXCERPT]

- Ideas for improvement: [IDEAS]
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Accuracy assessment:

- Areas of high confidence: [HIGH CONFIDENCE FINDINGS]
- Areas requiring verification: [QUESTIONABLE FINDINGS]
- Verification results: [VERIFICATION OUTCOMES]

Template updates needed:

- [UPDATE 1]
- [UPDATE 2]

Key learnings for future analyses:

- [LEARNING 1]
- [LEARNING 2]

Best practice: After completing significant analyses, conduct brief retrospectives to capture
learnings about prompt effectiveness, data issues encountered, and quality of insights generated.

Use these learnings to update your templates and business context documentation.

Integration with Existing Analytical
Processes

Language model-assisted analytics rarely exist in isolation - they typically need to integrate with
your existing analytical processes, tools, and decision-making frameworks. Designing for
seamless integration ensures that language models enhance rather than disrupt your analytical

ecosystem.
Consider these integration points:

- Data flow management: Establish clear processes for moving data between traditional

systems and language model tools, maintaining data integrity throughout.

- Handoff protocols: Define when and how work transitions between your manual analysis

and language model assistance during multi-stage processes.

- Documentation standards: Create consistent approaches for documenting language

model-assisted analyses that align with your existing analytical documentation.

- Results distribution: Develop templates for sharing language model-generated insights

through your existing reporting channels and formats.

Best practice: Map your current analytical processes visually, then identify specific points where
language models can be integrated. Design interfaces between language model and non-language

model components that maintain process integrity while maximising efficiency gains.
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ASSESSING ANALYTICAL RISK

When using language model tools for analysis, you need a personal approach for assessing and

managing analytical risk - the probability and impact of reaching incorrect conclusions.

Decision Approach for Verification
Depth

Not all analyses require the same level of verification. Implementing a tiered approach based on

decision impact and complexity helps you allocate verification effort efficiently:

Decision Impact Low Complexity Medium Complexity | High Complexity
High Impact Level 2 Level 3 Level 4
Medium Impact Level 1 Level 2 Level 3
Low Impact Basic Level 1 Level 2

Where each verification level involves:

High impact decisions typically:

- Involve significant resource allocation

Basic: Review code logic and output reasonableness

- Affect customer experience or product strategy

- Have long-term implications

- Would be costly or difficult to reverse
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High complexity analyses typically:

- Use advanced statistical techniques

Involve multiple data sources

- Require complex data transformations

Address questions with multiple interacting factors

Best practice: For any high-impact analysis, implement at least Level 3 verification regardless of
complexity. For recurring analyses, invest in thorough verification initially, then develop a

streamlined verification protocol for future iterations.

DOCUMENTATION AND
REPRODUCIBILITY IN PROMPT DESIGN

Thorough documentation of your analytical prompting strategy ensures transparency, facilitates
collaboration, and enables reproducibility - all essential aspects of robust data analysis. As
analytical projects grow in complexity, maintaining clear records of your prompting journey

becomes increasingly important.

Documenting Your Analytical
Prompting Strategy

Ask the language model to create a comprehensive record of your analytical approach:
PROMPT: Please help me document our analytical approach by creating a structured record of:

The business question we're investigating

The datasets being used and any preprocessing steps applied
The sequence of analyses performed and why each was selected
Key findings from each analytical stage

Methodological choices and their rationale

Limitations and assumptions in the analysis

N o Ok owbh-=

Areas identified for further investigation

Creating Reproducible Analytical
Workflows
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One challenge of working with language models is the lack of persistence between sessions.
Building great analysis quickly comes undone if you need to explore follow-up questions but are
unable to re-create the analysis they are based on. Design your prompting strategy with

reproducibility in mind:

PROMPT: Please provide all code and analytical steps in a format that would allow another

analyst to reproduce this analysis with the same dataset. Include:

Data loading and preprocessing code

All transformations applied to the data
Algorithm parameters and configuration choices
Visualization code with parameter settings

Statistical tests with exact specifications

o0 kWb~

Links between different analytical stages

Maintaining an Analytical Decision Log

During the course of a piece of analysis with a language model you will make numerous decisions.
It’s easy to lose track of these, particularly when the language model is the one implementing the

decisions. Record key decision points in your analytical journey:
PROMPT: As we complete each stage of analysis, please maintain a decision log that captures:

What analytical options were considered
Which option was selected and why
Alternative approaches that were rejected and the reasons

Assumptions made during the analysis

o &~ 0Dbdh =

How results influenced subsequent analytical choices

This creates an audit trail of your analytical reasoning and helps explain why certain approaches

were taken.

Capturing Contextual Information

Document the broader context surrounding your analysis:
PROMPT: In addition to the technical details, please document:

1. Business context and objectives driving this analysis
2. Stakeholder requirements and how they shaped analytical choices

3. Time constraints or resource limitations that influenced methodological decisions
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4. Prior analyses or knowledge that informed this investigation

5. How findings will be used in decision-making

Creating Analysis Templates for Future

Use

Develop standardized templates based on successful analyses:

PROMPT: Based on our successful campaign analysis approach, please create a reusable analytical

template that captures:

A A

Standard segmentation approaches

Benchmark comparison methods

The essential structure of the analytical workflow

Key metrics and visualizations to include

Customizable parameters that should be adjusted for each new campaign

Such templates improve efficiency and consistency across similar analytical tasks.

Best practice: Establish a repository of effective analytical prompts and workflows. Organise these

by analytical goal (segmentation, forecasting, attribute analysis, etc.) and annotate them with

context, strengths, limitations, and examples of successful applications. This creates an invaluable

resource for your team and accelerates the development of analytical expertise with language

model tools.

BUILDING A REUSABLE PROMPT
LIBRARY

Developing a personal or team library of effective analytical prompts can dramatically increase

efficiency and consistency:

Exploration

any new analysis

Analytical Purpose Template Prompt When to Use Customization
Guidelines
Initial Data [Prompt text] At the beginning of | Replace [dataset]

with specific data

source
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Analytical Purpose Template Prompt When to Use Customization
Guidelines
Correlation Analysis | [Prompt text] When exploring Specify variables of
relationships interest and business
between variables context
Segmentation [Prompt text] When dividing Modify segmentation
Analysis customers into criteria based on
meaningful groups business objectives
Hypothesis Testing [Prompt text] When validating Insert specific
specific business hypothesis and
theories acceptable
significance level

Sample Templates for Common
Analytical Tasks

Below are complete, annotated templates for common analytical scenarios. These serve as starting

points that you can adapt to your specific needs.

Template 1: Exploratory Data Analysis
PROMPT:

I've uploaded a dataset about [topic/domain]. Please conduct a comprehensive
exploratory data analysis covering:

Dataset overview: dimensions, variable types, and basic structure

Data quality assessment: missing values, outliers, and potential errors

Summary statistics for all numerical variables (with interpretation of key metrics)
Distribution analysis for key variables [list specific variables if relevant]
Relationship exploration between [variable X] and [variable Y]

Temporal patterns or trends over [time period]

Initial observations about [specific aspect of interest]

NOo RN =

For all findings, please highlight business implications rather than just technical statistics.
If you discover any particularly interesting patterns or anomalies, please draw special
attention to them.

249




PROMPT FOR ANALYTICS AND DATA SCIENCE

This template prioritizes breadth of exploration while ensuring business relevance. It guides the
language model to look beyond surface-level statistics to find meaningful patterns and explicitly

requests interpretations alongside raw findings.

Template 2: Statistical Hypothesis Testing
PROMPT:
| want to test whether [specific hypothesis about your data].
Please:

Select and justify the most appropriate statistical test for this question

Check whether the data meets the assumptions required for this test

Perform the analysis with appropriate confidence levels (95%)

Present the results in both statistical terms and plain business language
Discuss the practical significance of the findings beyond statistical significance
Suggest follow-up analyses if warranted

o0k wh =~

Context: [Add relevant business context about why this matters]

This template emphasizes methodological rigor with explicit requests for assumption checking
and distinction between statistical and practical significance. It also prompts for justification of

the chosen approach, which helps validate the language model's reasoning.

IMPLEMENTATION AND SCALING

With your approaches designed, the final challenge is implementing them effectively and
potentially scaling successful approaches across your team or department. This requires
thoughtful change management, knowledge sharing, and attention to helping others adopt these

new approaches.

From Pilot to Production
Moving language model-analytics from experimental pilots to production-grade capabilities
requires a structured approach:

- Start small but meaningful: Begin with limited-scope implementations that address real

business needs rather than technology demonstrations.

- Define clear success metrics: Establish measurable objectives for each implementation,

including efficiency gains, quality improvements, and business impact.
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- Build stakeholder support: Engage both technical colleagues and business users early,
ensuring they understand the benefits and limitations of language model-assisted

analytics.

- Implement progressive rollout: Deploy approaches in phases, starting with simpler

applications and gradually tackling more complex use cases as capabilities mature.

- Establish monitoring mechanisms: Create systems to track performance, usage patterns,

and issue occurrence so you can quickly identify and address problems.

Best practice: For each implementation, create a simple one-page "value case" that articulates the
business problem being addressed, the language model-assisted approach, expected benefits, and
how success will be measured. Use this to align stakeholders and maintain focus on business

outcomes rather than technology.

Documentation and Knowledge Sharing

If you're looking to scale your approach beyond personal use, effective documentation and
knowledge sharing mechanisms ensure that language model-analytics capabilities spread beyond

your individual expertise:

- Approach documentation: Create detailed guides for each analytical approach, including

purpose, workflow design, required inputs, and interpretation guidance.

- Prompt libraries: Maintain centralized repositories of effective prompts, organized by

analytical purpose and annotated with usage notes.

- Case studies and examples: Document successful applications with before-and-after

comparisons that illustrate benefits and implementation approaches.

- Troubleshooting guides: Compile common issues and their solutions based on

implementation experience.

- Best practice communities: Establish forums (digital or in-person) where practitioners

can share experiences, innovations, and lessons learned.

Best practice: Create a centralized knowledge base with standardized templates for different types
of documentation. Ensure it's easily searchable and accessible to all relevant team members.

Allocate dedicated time for documentation as part of project workflows.

CONCLUSION
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Building effective language model-analytics approaches transforms ad-hoc experimentation into
systematic, scalable value creation. By implementing the templates and methods provided in this
chapter, you can establish a foundation for consistent, high-quality language model-assisted

analytics that drives impact in your work.

Remember that successful approaches balance structure with flexibility, providing enough
guidance to ensure quality and consistency while allowing space for innovation and adaptation to
specific business needs. Start with simple approaches focused on high-value use cases, then

expand and refine based on experience and measured outcomes.

The most effective approaches evolve continuously through systematic feedback and
improvement cycles. By establishing clear metrics, regular review processes, and mechanisms for
knowledge sharing, you can ensure your approaches remain relevant and effective as both your

responsibilities and language model capabilities advance.

In the next chapter, we'll explore how these approaches can be adapted for future developments
in language model technology, ensuring your analytical capabilities continue to evolve alongside

rapid technological change.

Preparing for Tomorrow

With approaches in place for today's language model capabilities, it's important to look ahead to
the rapidly evolving future of language model-powered analytics. The techniques and approaches
you've learned provide immediate value, but understanding emerging capabilities and persistent
limitations helps you prepare strategically for what's next. In the next chapter, we'll explore the
frontier of language model analytics and provide practical guidance on how to position yourself
for continued success as the technology evolves. This forward-looking perspective ensures your
investment in language model-assisted analytics remains valuable as capabilities continue to

advance.
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CHAPTER 10: FUTURE
DIRECTIONS IN LANGUAGE
MODEL-POWERED
ANALYTICS

As you approach the frontier of language model-powered analytics, it's crucial to understand not
just where we are today, but where the technology is heading tomorrow. This chapter explores
the emerging capabilities of language models in data analytics, honestly assesses current
limitations, and provides practical guidance on how you can prepare for the rapidly evolving
landscape. By anticipating future developments and positioning yourself accordingly, you can
remain at the cutting edge of analytical practice and continue to deliver exceptional value to your

organisation.

CURRENT STATE OF LANGUAGE
MODEL IN ANALYTICS

Before looking forward, it's worth establishing where we stand today with language models in
data analytics. The integration of language models with analytical capabilities has dramatically
transformed what's possible for you as a data professional, regardless of your technical

background.

Today's language model-powered analytics tools excel at several key functions. They can translate
your natural language questions into code, effectively democratising access to complex analytical
techniques. They perform rapid exploratory data analysis on your structured datasets, generating
visualisations and identifying patterns with minimal guidance. They can implement a wide range
of statistical methods and machine learning algorithms through code generation, making
advanced techniques accessible to you even with limited programming expertise. And perhaps
most significantly, they excel at communicating analytical results, transforming your complex

findings into clear, actionable narratives.

Despite these impressive capabilities, you'll find current language model analytics tools face
important limitations. They struggle with handling your very large datasets due to computational

and memory constraints. Their reasoning capabilities, while improved, still falter on complex,
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multi-step analytical problems requiring deep domain understanding. They may generate code
that appears correct but contains subtle errors requiring your verification. And they're limited by
the quality and representativeness of their training data, which creates blind spots in specialised

domains.

The most effective approach today combines your human strengths with language model
capabilities - using language model's pattern recognition and processing power while leveraging
your expertise for context, critical thinking, and ethical oversight. As industry leader Steve Jones
of Capgemini noted: "Whether it's 20% or 50% of decisions will be made by language model in
the next five years. It doesn't matter. The point is that your career success is based on the success
of that algorithm, and your organization is depending on you to understand how it works, and

ensuring that it works well."

EMERGING CAPABILITIES

The analytics landscape continues to evolve rapidly, with several transformative capabilities

emerging that promise to further enhance how you extract insights and make decisions.

Advanced Multimodal Integration

While basic multimodal language model capabilities are now standard in 2025 - with models
routinely handling text and images together-the next frontier involves more sophisticated

integration across multiple data types and significantly improved contextual understanding.

"Multimodal language models can tackle more complex challenges, create more personalized
experiences, and help companies adapt more effectively. It's about versatility and deeper insights,
which are crucial to staying ahead," explained Scott Likens, US & Global Chief Language Model
Engineering Officer at PwC.

The next generation of multimodal analytics tools is pushing beyond current capabilities to

deliver:

- Seamless integration of text, images, audio, video, time-series, and sensor data within a
unified analytical framework

- Deeper cross-modal reasoning that understands relationships between elements in
different data types

- Automated extraction of structured insights from previously unstructured data sources

- Real-time multimodal analysis capabilities for streaming data
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- Context-aware interpretations that understand cultural and domain-specific nuances

across data types

Back in 2023, industry analysts predicted that only about 1% of companies were using multimodal
language models, with adoption potentially reaching 40% by 2027. While basic text-image
multimodality is now standard, truly integrated multimodal analytics that harmonise across all

relevant data types remains a developing frontier for most organizations you'll encounter.

Enhanced Reasoning Capabilities

While today's language model models demonstrate impressive pattern recognition abilities, you'll
find they still struggle with complex, multi-step reasoning required for sophisticated analytical

tasks.

Demis Hassabis, CEO of Google DeepMind, highlighted this limitation: "It's not the wrong
direction, but it's not the whole solution either. [Today's language model models] are missing

things, really big things, like planning, reasoning, memory."

Despite incremental improvements since that observation, true analytical reasoning capabilities
remain an active development area. The next wave of advancements is focusing on capabilities

that will enhance your analytical work:

- Robust causal reasoning that can help you distinguish correlation from causation in your
data

- Multi-step analytical processes that maintain logical consistency throughout your analysis

- Counterfactual analysis abilities to help you explore "what-if" scenarios more reliably

- More sophisticated statistical reasoning with fewer errors for your complex analyses

- Enhanced capacity for critical assessment of your analytical approaches

Current approaches like chain-of-thought prompting and retrieval-augmented generation (RAG)
have improved performance but still fall short of human-like analytical reasoning. The next
generation of systems will need to integrate these techniques with more fundamental advances in

knowledge representation and logical reasoning.

Specialized Analytical Expertise

The trend toward domain-specific language model models has accelerated significantly, moving
beyond general-purpose analytics to systems with deep expertise in particular industries and

analytical domains.
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Nick Elprin, Co-Founder & CEO of Domino Data Lab, presciently noted this shift: "As we saw
during the era of 'big data' - bigger is rarely better. Models will 'win' based not on how many
parameters they have, but on their effectiveness on domain-specific tasks and their efficiency.
Rather than having one or two mega-models to rule them all, companies will have their own
portfolio of focused models, each fine-tuned for a specific task and minimally sized to reduce

compute costs and boost performance."

This prediction has begun to materialize, with specialised models now available for various
industries. However, the next wave of development will take this specialization further with

systems you'll be able to leverage:

- Industry-specific analytical systems that embed regulatory requirements, compliance
standards, and best practices relevant to your field

- Models that understand complex domain-specific relationships and ontologies in your
industry

- Systems that can reason using the specialised terminology and contextual knowledge of
your particular field

- language model that can apply appropriate analytical methodologies based on domain-
specific norms and standards

- Analytical assistants that seamlessly integrate with your specialised industry tools and data

sources

The full realization of this trend will mean moving beyond merely fine-tuned models to systems

that truly embody domain expertise comparable to seasoned industry analysts in your field.

PERSISTENT LIMITATIONS AND
CHALLENGES

Despite rapid advances, several fundamental limitations of language model analytics systems

persist in 2025 and will likely continue to challenge you in the coming years.

Epistemological Limitations

At their core, language model systems make predictions based on patterns in their training data
rather than having true understanding or direct access to reality. This creates several persistent

limitations you'll need to navigate:
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- Knowledge cutoffs: Models will always have a training cutoff date, after which their
knowledge becomes outdated without updates

- No true understanding: Without grounding in physical reality, models lack genuine
comprehension of real-world phenomena you're analysing

- Inability to discover truly novel insights: language model systems excel at finding patterns
in existing data but cannot make genuine scientific discoveries requiring original

observation

Technical Constraints

Several technical limitations will likely remain challenging even as language model systems

advance:

- Context window restrictions: While context windows have expanded significantly, they
still impose limits on the amount of data and conversation history you can process
simultaneously

- Computational efficiency: Your complex analyses on large datasets will continue to face
processing time and resource constraints

- Handling of extremely large datasets: Despite improvements, you'll likely face practical
limits to the size of datasets that can be analysed within interactive language model

systems

Reliability and Verification Needs

Your need for human verification persists across several dimensions:

- Hallucination risk: The tendency to generate plausible-sounding but incorrect
information remains a challenge, particularly for your domain-specific analysis

- Code verification requirements: Generated analytical code will still require your
validation to ensure correctness and appropriateness

- Statistical rigour: The correct application of statistical methods and interpretation of

results will continue to require your expertise

language model critic Gary Marcus of NYU highlights this challenge: "Even if I'm wrong, it's safe
to say that we have given an incredible amount of resources to the scaling hypothesis, and the
hallucinations won't go away. That's just not working. If you were to do that in a traditional
science context, people would say this question has been asked and answered. Why don't you try

a more innovative approach?"
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Marcus points out that simply making models bigger (the "scaling hypothesis") has yielded
diminishing returns in reliability. Despite improvements since 2023, the issue of language model
"hallucinations" - fabricating false information - remains a significant challenge in 2025,

especially in analytical contexts where factual accuracy is paramount.

Legal and Ethical Boundaries

Finally, several non-technical constraints continue to shape the landscape you operate in:

- Data privacy regulations: Legal requirements around data handling limit what you can
process through third-party language model systems

- Explainability requirements: In regulated industries, you face requirements for
transparent, explainable analyses that constrain certain applications

- Bias mitigation: The challenge of ensuring fair, unbiased analyses remains an ongoing

concern requiring your oversight

Best practice: Establish clear boundaries between analyses that you can safely delegate to language
model systems and those requiring substantial human involvement. Develop explicit verification
protocols for language model-generated analyses based on risk level and potential impact of

decisions.

THE ROAD TO AGI IN ANALYTICS

The concept of Artificial General Intelligence (AGI) - language model systems with human-like
general intelligence across domains - remains a subject of both fascination and debate in the field
of analytics. While true AGI remains theoretical, the trajectory toward increasingly capable

systems has important implications for your work as a data professional.

Current Progress Towards AGl-like
Capabilities

Recent advances have brought us closer to systems with what might be called "analytical
intelligence" across a broadening range of tasks:

- Language models can now understand your complex analytical questions, generate
appropriate code, and interpret results

- They can adapt analytical techniques to your new contexts with limited guidance
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- They demonstrate increasing capacity to reason about your data and identify appropriate
methods

- They can explain analytical choices and justify conclusions with supporting evidence

However, critical gaps remain between current capabilities and what would constitute true

analytical AGI:

- Models still struggle with novel analytical problems requiring innovation

- They lack the ability to independently formulate hypotheses based on domain knowledge

- They cannot effectively question assumptions or identify flaws in analytical approaches
without your guidance

- They're unable to independently design entire research methodologies for complex

questions

Realistic Expectations for the Near to
Medium Term

Rather than expecting a sudden leap to AGI, you should anticipate a more gradual evolution of

capabilities:

- Expanding analytical versatility: Models will handle an increasingly diverse range of
analytical techniques across more domains, though still with blind spots

- Improved reasoning chains: The ability to follow longer, more complex analytical
reasoning paths will continue to improve incrementally

- Enhanced robustness: Systems will become more reliable in applying appropriate methods
and avoiding errors, though not infallibly so

- Greater contextual awareness: Models will demonstrate better understanding of business

context and implications of analytical findings

Opinions vary widely on how close we are to achieving artificial general intelligence. Demis
Hassabis, CEO of Google DeepMind, expresses optimism: "We're on the cusp of AGI... maybe 5
to 10 years out. Some say even sooner. | wouldn't be surprised." This could herald language model
systems capable of complex analytical reasoning approaching what you can do as a human expert

in any field.

On the other hand, academics like Princeton's Arvind Narayanan strongly caution against
assuming current trends will inevitably produce AGI: "The popular view that model scaling is on
a path toward AGI rests on a series of myths and misconceptions, and that there's virtually no

chance that this scaling alone will lead to AGL." In his view, fundamental breakthroughs are
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needed; otherwise, we may hit a wall where bigger models yield only marginal gains and still lack

true understanding.

Transformative Potential

While full AGI remains distant, several developments on the horizon could fundamentally

transform your analytical workflows:

- Autonomous data preparation: Systems that can independently clean, transform, and
prepare your data for analysis with minimal guidance

- Hypothesis generation engines: language model that can propose testable hypotheses
based on your existing data and domain literature

- Self-improving analysis: Models that can critique their own analytical approaches and
suggest improvements

- Cross-domain insight generation: Systems that can connect findings across traditionally

siloed fields to surface novel insights

Best practice: Focus on developing complementary skills rather than those likely to be automated.
Cultivate your expertise in problem formulation, business context interpretation, ethical
consideration, and critical evaluation of language model-generated outputs - areas where your

human judgement will remain essential.

PREPARING FOR THE NEXT
GENERATION

As language model analytics capabilities continue to evolve rapidly, you must strategically adapt
to remain effective and valuable. This section provides practical guidance on how to prepare for

the next generation of analytical tools.

Skill Development Priorities
To thrive in the evolving landscape, focus on developing skills that complement rather than
compete with advancing language model capabilities:

- Problem framing expertise: Strengthen your ability to translate business challenges into
well-defined analytical questions - a uniquely human skill that directs language model

tools effectively
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- Critical evaluation: Enhance your capacity to critically assess language model-generated
analyses, identifying potential flaws, biases, or misalignments with business objectives

- Domain knowledge depth: Deepen your understanding of your specific industry or field,
as contextual expertise will remain a crucial human advantage

- Ethical reasoning: Develop robust frameworks for evaluating the ethical implications of
analytical approaches and findings

- Communication and storytelling: Refine your ability to translate complex analytical

findings into compelling narratives that drive decision-making

Dr. Kjell Carlsson, Head of Data Science Strategy at Domino Data Lab, emphasizes the
complementary nature of technical and domain skills: "Everyone will need to know the basics of
prompt engineering, but it is only valuable in combination with domain expertise... The
profession of 'Prompt Engineer' is a dud... In contrast, as Genlanguage model use cases move from
PoC to production, the ability to operationalise Genlanguage model models and their pipelines

becomes the most valuable skill in the industry."

Technical Foundations

While avoiding over-specialisation in techniques likely to be automated, ensure you maintain

solid foundations in:

- Statistical literacy: Understand core statistical concepts deeply enough to evaluate the
appropriateness of language model-applied methods

- Data modelling fundamentals: Maintain knowledge of data structures and relationships
that underpin all analytical work

- Programming basics: While language model will generate much of your code,
understanding its logic remains essential for verification and customisation

- Prompt engineering: Develop sophisticated prompting techniques to guide language
model systems toward optimal analytical approaches

- Tool integration knowledge: Learn how to effectively combine language model analytics
assistants with traditional tools like SQL databases, BI platforms, and specialised analytical

software

Organisational Readiness

Beyond individual preparation, consider how to position your team or organisation for the next

wave of language model analytics:
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- Establish language model governance frameworks: Develop clear protocols for when and
how language model analytics tools can be deployed, particularly for high-stakes decisions

- Create verification workflows: Implement systematic processes for validating language
model-generated analyses before actioning their recommendations

- Invest in knowledge management: Build systems to capture and share organisational
learning about effective language model analytics applications

- Pilot emerging technologies: Allocate resources to test new capabilities as they emerge,
identifying high-value applications early

- Promote analytical literacy: Ensure decision-makers understand both the potential and

limitations of language model-generated insights

Best practice: Create a personal learning roadmap that balances maintaining technical
fundamentals with developing the higher-order skills that will remain distinctly human. Dedicate
regular time (at least monthly) to experimenting with new language model capabilities as they

emerge.

Practical Experimentation Approaches

One of the most effective ways to prepare for future developments is through hands-on

experimentation with current leading-edge capabilities:

- Progressive complexity challenges: Start with simple analytical tasks and progressively
tackle more complex problems to explore the boundaries of current tools

- Comparative analysis: Run the same analysis through multiple language model systems
and traditional methods to understand differences in approach and results

- Deliberate stress testing: Identify potential failure points by intentionally introducing
complexities, ambiguities, or edge cases into your analytical requests

- Cross-domain exploration: Experiment with applying analytical techniques from other

fields to your domain's challenges, leveraging language model's breadth of knowledge

Building an Adaptive Mindset

Perhaps most importantly, cultivate an adaptive mindset that embraces rather than resists

technological evolution:

- Comfort with ambiguity: Develop tolerance for the uncertainties inherent in rapidly
changing technological landscapes
- Continuous learning habit: Establish regular routines for staying current with emerging

capabilities and best practices
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Collaborative intelligence perspective: View language model as your partner rather than
a competitor, focusing on how your human-language model collaboration can yield
superior results to either working alone

Value-focused orientation: Maintain clear focus on delivering analytical value, regardless

of whether a particular task is performed by you, language model, or a combination

ETHICAL CONSIDERATIONS IN
ADVANCED LANGUAGE MODEL
ANALYTICS

As language model analytics capabilities become more powerful, the ethical dimensions of their

application take on increasing importance. As a data professional, you must proactively engage

with these considerations to ensure responsible use of these technologies.

Evolving Ethical Challenges

Several ethical issues have become more pronounced as language model analytics capabilities

advance:

Transparency vs. capability trade-offs: More powerful models often function as "black
boxes," creating tension between analytical power and explainability

Automated decision boundaries: Determining which analytical decisions you can safely
delegate to language model systems versus those requiring your human judgement
becomes increasingly complex

Responsibility attribution: As language model systems take on more of your analytical
process, questions of accountability for errors or biased outcomes become more nuanced
Knowledge democratisation implications: The widespread availability of powerful
analytical tools raises questions about appropriate safeguards and potential misuse
Algorithmic perpetuation of bias: More sophisticated models may inadvertently encode

and amplify existing biases in more subtle ways that are harder for you to detect

Timnit Gebru, Founder & Executive Director of Dlanguage modelR (Language Model Ethics

Institute), warned about the regulatory gap: "We're seeing a kind of a Wild West situation with

language model and regulation right now... We need to advocate for a better system of checks and

balances to test language models for bias and fairness, and to help businesses determine whether

certain use cases are even appropriate for this technology at the moment."
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Proactive Ethical Frameworks

Rather than addressing ethical questions reactively, develop proactive frameworks for your

ethical language model analytics:

- Impact assessment protocols: Implement structured processes for evaluating the potential
consequences of language model-powered analyses before deployment

- Tiered human oversight: Match the level of your human review to the potential impact
and risk of the analytical task

- Regular bias auditing: Establish systematic processes for detecting and mitigating bias in
your language model-assisted analytical workflows

- Stakeholder inclusion practices: Ensure that those potentially affected by your analytical
decisions have appropriate representation in the development process

- Transparent documentation standards: Create clear records of how language model tools

contributed to your analyses, including limitations and verification steps

OpenAl CEO Sam Altman acknowledged the risks during U.S. Senate testimony: "If this
technology goes wrong, it can go quite wrong." This testimony before lawmakers was a plea for
regulations and standards to help ensure safety, comparing language model oversight to how

society manages other powerful technologies.

Richard Socher, CEO of You.com and former Chief Scientist at Salesforce, offers a more
optimistic perspective on addressing bias: "There is a silver lining on the bias issue... It might be
easier to fix an algorithm than fix the minds of 10,000 store managers." His point is that
algorithms are malleable: with the right oversight, you can tweak code or data to remove biased

behaviour, which can be more scalable than changing thousands of human decisions.

Best practice: Develop a personal ethical framework for your language model analytics use that
addresses key questions like: Under what circumstances would you decline to use language model
for certain analyses? What verification steps are non-negotiable before acting on language model-
generated insights? How will you ensure transparency about the language model's role in your

analytical processes?

Future-Focused Ethical Considerations

Looking ahead, several emerging ethical frontiers will require your attention:

- Cognitive augmentation equity: Ensuring fair access to language model analytical

capabilities across organisations and preventing new forms of analytical privilege
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- Intellectual property boundaries: Navigating the increasingly blurred lines between
human and language model-generated analytical insights and their ownership

- Analytical dependency risks: Managing the potential erosion of core analytical skills if
your organisation becomes overly reliant on language model systems

- Appropriate disclosure standards: Determining when and how you should communicate
that analyses were language model-assisted or language model-generated

- Cross-border ethical variances: Addressing differing cultural and regulatory perspectives

on appropriate language model analytics use across global operations

Suzie Compton, Senior Director of Product Management (Privacy) at Salesforce, emphasizes:
"With great power comes great responsibility, and that responsibility comes in the form of
security and privacy. This battle between data protection and business objectives is not new -

most of us are very used to balancing speed and cool new technology with safety."

By engaging thoughtfully with these ethical dimensions, you can help ensure that the advancing

power of language model analytics serves beneficial purposes while minimising potential harms.

LOOKING FORWARD: THE
ANALYTICAL LANDSCAPE OF
TOMORROW

As we conclude our exploration of future directions in language model-powered analytics, it's
clear that you stand at an inflection point in the evolution of your field. The tools, techniques,
and paradigms that have defined data analysis are undergoing profound transformation, creating

both unprecedented opportunities and complex challenges for you.

The most successful data professionals of tomorrow will be those who embrace this evolution
while maintaining a clear-eyed perspective on both the capabilities and limitations of language
model technologies. You'll leverage increasingly powerful language model assistants to handle
routine analytical tasks, freeing your human capacity for the higher-order thinking that continues
to distinguish you as a human analyst: asking the right questions, providing contextual

interpretation, ensuring ethical application, and driving strategic decision-making.
Across expert opinions, a few common themes emerge:

1. Augmentation, not replacement: language model will augment your decision-making

rather than fully automate it. Your human expertise remains vital for providing domain
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context, validating language model outputs, and steering language models to solve the

right problems.

2. Data quality and governance as foundations: High-quality data and good governance are
prerequisites for your successful language model implementation. Before jumping into an

advanced language model, you need to invest in data management.

3. The rise of domain-specific language models: Rather than one-size-fits-all language
model, you're seeing a shift toward specialised, domain-specific language model systems.
Smaller models tailored to your particular industry or tasks will often outperform giant

general models in terms of ROL.

4. Ethical frameworks as essential: Responsible language model use is recognized as essential
by experts across sectors. You need to build ethical considerations into your language

model analytics systems from the ground up, not add them as an afterthought.

In our conclusion, we'll examine how these transformative capabilities are reshaping
organizational data culture, democratising analytics, and fostering more data-informed decision-

making across all levels of the enterprise.

FROM INDIVIDUAL PRACTICE TO
ORGANIZATIONAL TRANSFORMATION

While we've focused primarily on your individual analytical practice throughout this book, the
culmination of these approaches can transform entire organizational data cultures. As you
develop your personal language model-enhanced analytical capabilities, you become a catalyst for
broader change. In our final chapter, we'll explore how you can use language model tools to
democratise analytics, foster more data-informed decision making, and create effective human-
language model partnerships across your organization. This perspective helps you see beyond
individual productivity gains to the transformative potential of these technologies when applied

systematically throughout teams and enterprises.
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CHAPTER 11: CONCLUSION:
TRANSFORMING DATA
CULTURE

As we reach the conclusion of our exploration into language model-assisted analytics, it's worth
reflecting on the journey we've taken together. We began by examining the fundamental nature
of language models - what they are, how they work, and the unique capabilities they bring to the
analytical landscape. We then delved into practical applications, exploring how these tools can
transform everything from data preparation and exploratory analysis to advanced statistical

techniques and insight communication.

Throughout this book, we've maintained a consistent focus: language models aren't replacing
human analysts but rather augmenting their capabilities, allowing them to work better, quicker,
and happier. Now, let's consider the broader implications of this technology for data culture and

the future of analytical work.

Fostering a Data-Driven Organisation

The democratisation of data analytics has been a long-standing goal for many organisations.
Traditional approaches often created bottlenecks where technical specialists became gatekeepers
of analytical capability. Language models are rapidly changing this dynamic by lowering the

technical barriers to sophisticated analysis.
Bridging the Technical Divide

One of the most transformative aspects of language model-assisted analytics is how it bridges the
gap between technical and non-technical team members. With tools like Code Interpreter,

analysts who may have limited programming expertise can now:

- Generate and execute complex code through natural language requests

- Implement advanced analytical techniques that were previously beyond their technical
reach

- Focus on the analytical question rather than the coding implementation

- Iterate quickly through multiple approaches without getting bogged down in syntax

267



PROMPT FOR ANALYTICS AND DATA SCIENCE

For organisations, this means analytical capacity is no longer constrained to those with advanced
technical training. The data-driven culture that many have aspired to build becomes more

achievable when the tools are accessible to a broader audience.

From Analysis Silos to Collaborative Intelligence

Traditional data workflows often created separation between those who could perform analyses
and those who could interpret and apply the findings. Language models help dissolve these

barriers by:

- Creating a common conversational interface that works for both technical and business
users

- Generating explanations and interpretations alongside technical outputs

- Facilitating rapid translation between technical concepts and business applications

- Enabling iterative refinement through natural dialogue

These capabilities foster a more collaborative analytical environment where technical experts and
domain specialists can work together more seamlessly, leveraging their complementary expertise

through the shared medium of language models.
Scaling Analytical Expertise

Even the most talented data teams face limitations in how much analysis they can perform.

Language models offer a path to scale analytical expertise throughout an organisation by:

- Capturing best practices in prompts and templates that can be shared across teams

- Providing consistent, high-quality analytical approaches even to those with less
experience

- Reducing the time required for routine analyses, freeing experts to focus on novel
challenges

- Serving as a continuous learning resource that can transfer knowledge across domains

This amplification effect allows organisations to multiply the impact of their data expertise far

beyond what was previously possible with traditional approaches.

Best practice: Create a central repository of analytical prompts, templates, and workflows that
capture your organisation's best practices. Make these resources available to all analysts and

encourage continuous refinement based on collective experience.

The Augmented Analyst: Human-
Language Model Collaboration
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Throughout this book, we've emphasized the concept of the "augmented analyst" - a paradigm
where human expertise and language model capabilities combine to produce results superior to
what either could achieve alone. Let's explore this relationship more deeply and consider how it's

reshaping the analytical profession.

Complementary Strengths and Capabilities

Effective human-language model partnerships leverage the distinct strengths of each participant:

Human Strengths Language Model Strengths

Domain expertise and contextual knowledge | Rapid pattern recognition across vast datasets

Critical thinking and judgment Tireless generation of analyses and
alternatives

Creativity in problem framing Fluency across analytical techniques

Ethical consideration and responsibility Consistent application of methodologies

Stakeholder management and Translation between technical and business

communication language

The most successful analysts recognise that these strengths are complementary rather than
competitive. By focusing human attention on areas where human judgment adds the most value,

we can achieve both higher quality results and greater job satisfaction.

Evolving Analytical Workflows

The integration of language models into analytical practice isn't just making existing workflows

faster - it's fundamentally changing how we approach analytical problems:

- From Sequential to Iterative: Traditional analytics often followed a linear path from
question to analysis to interpretation. Language model collaboration enables rapid cycles

of exploration, insight, refinement, and further exploration.

- From Technical to Conceptual: The emphasis shifts from "how to implement a technique”
to "which approach best answers our question,” elevating the analyst's focus to higher-

order thinking.
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From Individual to Augmented: Analysts no longer work alone with their technical tools
but engage in a continuous dialogue with language model partners, creating a more

dynamic and reflective process.

From Production to Curation: Rather than spending most of their time producing
analyses from scratch, analysts increasingly curate, refine, and synthesise language model-

generated insights.

These evolving workflows require new skills and mindsets, but they also create opportunities for

analysts to focus on the most intellectually engaging aspects of their work.

The New Analytical Skill Set

Success in this new paradigm requires a shift in how analysts approach their craft:

1.

Prompt Engineering: The ability to frame questions and provide context in ways that

elicit optimal responses from language models

Output Evaluation: The critical faculties to assess language model outputs for accuracy,

relevance, and limitations

Iterative Refinement: The patience and creativity to engage in multiple cycles of dialogue

to home in on the most valuable insights

Interdisciplinary Fluency: The flexibility to work across analytical domains and

techniques, leveraging language models to bridge specialised fields

Verification Framework Application: The discipline to systematically validate and test

language model outputs

These emerging skills complement rather than replace traditional analytical expertise. The most

effective analysts will combine deep domain knowledge with these new capabilities to achieve

previously impossible results.

The Future Landscape of Language
Model-Enhanced Analytics

As we look toward the horizon of language model capabilities, several trends and possibilities

emerge that will shape the future of data analytics. While prediction is always uncertain, these

developments appear likely to influence how analysts work in the coming years.

Integration of Multimodal Capabilities
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Current language models are rapidly expanding beyond text to incorporate image, audio, and even

video understanding. For analysts, this evolution means:

- The ability to extract data and insights directly from visual materials like charts, graphs,
and photographs

- More natural interactions through voice interfaces and spoken analytics

- New ways to visualise and communicate findings through multimodal outputs

- Bridging structured and unstructured data in more seamless ways

These capabilities will further blur the lines between different types of data and analytical

approaches, creating more integrated and intuitive analytical experiences.

Enhanced Domain-Specific Reasoning

While current language models have broad capabilities, we're already seeing the emergence of

more specialised models with deeper domain expertise:

- Models fine-tuned on financial data and regulatory documents
- Scientific models with enhanced understanding of research methodologies
- Industry-specific models that incorporate specialised terminology and frameworks

- Models with built-in understanding of statistical concepts and methodologies

These specialised capabilities will enable even more sophisticated analytical partnerships,

particularly in domains requiring deep expertise.

Persistent Memory and Continuous Learning

Current language models have limitations in their contextual memory and inability to learn from

interactions. Future developments likely to address these constraints include:

- Expanded context windows that maintain awareness of entire analytical projects

- The ability to reference and build upon previous analytical sessions

- Personalization based on an analyst's preferences, domain, and working style

- Organization-specific knowledge bases that incorporate proprietary data and

methodologies

These advances will create more continuous and cumulative analytical relationships, where

language models truly function as institutional memory and knowledge partners.

Ethical and Responsible Al Analytics

As language models become more central to analytical work, ethical considerations will grow in

importance:
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Ensuring transparency in how language models contribute to decision-making processes
Building robust verification frameworks to minimise the risk of analytical errors
Addressing potential biases in data interpretation and recommendation

Establishing appropriate governance for language model use in regulated industries

Organizations that proactively address these concerns will be best positioned to leverage language

model capabilities while maintaining analytical integrity.

Practical Steps Forward: Your Language
Model Analytics Journey

As we conclude this exploration, you may be wondering how to apply these insights in your own

analytical practice. Here are concrete steps to begin or advance your language model analytics

journey:
For Individual Analysts
1. Start Small but Meaningful: Begin with well-defined analytical tasks where language
models can provide immediate value, such as data cleaning, exploratory analysis, or draft
report generation.
2. Develop Your Prompt Library: Create and refine a personal collection of effective
prompts for common analytical tasks, along with examples of successful outputs.
3. Practice Verification Habits: Implement the VERIFY framework we discussed in Chapter
4, making it a routine part of your language model interactions.
4. Seek Feedback and Collaboration: Share your language model-assisted analyses with
colleagues and solicit their input on quality, insights, and potential improvements.
5. Continuously Experiment: Dedicate time regularly to exploring new analytical

approaches and use cases with language models, pushing the boundaries of your practice.

For Teams and Departments

1.

Establish Shared Resources: Create a central repository of prompts, templates, and best

practices that capture your team's collective wisdom.

Define Quality Standards: Develop clear guidelines for verification, documentation, and

attribution when using language model-assisted analytics.
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3. Create Learning Opportunities: Organise sessions where team members can share

successful applications, lessons learned, and new techniques.

4. Identify High-Value Applications: Systematically evaluate analytical workflows to

identify opportunities where language models can drive significant improvements.

5. Build Cross-Functional Bridges: Use language models as a common platform to enhance

collaboration between technical specialists and business stakeholders.

For Organizations

1. Invest in Foundational Skills: Prioritise training programs that equip analysts at all levels

with the skills to effectively leverage language models.

2. Develop Clear Governance: Establish appropriate guidelines for language model use that

balance innovation with necessary controls.

3. Create Centres of Excellence: Consider establishing dedicated teams that can develop

specialised expertise and support broader adoption.

4. Measure and Communicate Impact: Track and share success stories that demonstrate the

tangible benefits of language model-assisted analytics.

5. Foster a Culture of Experimentation: Encourage controlled testing of new applications

and approaches, celebrating both successes and instructive failures.

Final Thoughts: The Human Element
Remains Central

As we close this book, it's worth reemphasizing a theme that has run throughout our exploration:
in the age of language models, the human element in data analytics has not diminished but rather
transformed. The most successful analysts will be those who embrace these tools not as

replacements but as partners that amplify their uniquely human capabilities.

The future belongs not to language models alone, nor to analysts working in isolation, but to the
powerful synthesis that emerges when human creativity, judgment, and domain expertise
combine with language models' computational power, pattern recognition, and linguistic fluency.
This partnership - when approached with appropriate skills, verification frameworks, and ethical

considerations - can elevate analytical work to new heights of insight, efficiency, and impact.

Language models like Code Interpreter represent a pivotal moment in the evolution of data

analytics - a moment where the technical barriers that once constrained analytical potential are
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rapidly falling away. In their place emerges a new landscape where the limiting factors are
increasingly our imagination in how we frame questions, our judgment in evaluating answers,

and our wisdom in applying insights.

The electric bikes for the mind that we described in earlier chapters are now yours to ride. The
destination will be determined by your vision, guided by your expertise, and enriched by the
augmented capabilities these remarkable tools provide. The journey ahead promises to be
intellectually stimulating, professionally rewarding, and potentially transformative for how we

understand and act upon data.

We hope this book has equipped you with the knowledge, frameworks, and inspiration to embark
on this journey with confidence. The world of language model-assisted analytics is still in its early
days, with new capabilities, applications, and best practices emerging continuously. By
approaching these developments with a mindset of critical experimentation and guided
exploration, you'll be well-positioned to harness their potential for more impactful, efficient, and

enjoyable analytical work.

The future of data analytics is not simply automated - it's augmented. And in that augmentation

lies unprecedented opportunity for those ready to embrace it.
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WANT TO GO FURTHER?

Beyond the Book

You've explored how language models can transform your work. But reading about

transformation and achieving it are different things. That's where we come in.

Audience Strategies has spent three years helping organisations navigate the gap between Al
potential and practical value. We've worked with global leaders—from the BBC and Unilever to
L.E.K. Consulting and Expedia—developing approaches that deliver measurable results, not just

theoretical possibilities.

The PROMPT Approach

Our methodology centres on a simple truth: successful Al adoption isn't about mastering prompts
or deploying tools. It's about fundamentally reimagining how work gets done whilst keeping

humans firmly in control.
We've distilled this into frameworks that work:

e The 4Ps (Preparation, Prompting, Process, Proficiency) that structure every Al
interaction
e Plays—repeatable workflows that transform expertise into scalable processes

e The CEO principle (Check, Edit, Own) ensuring quality control at every step

These aren't abstract concepts. They're battle-tested approaches refined through hundreds of

implementations across industries.

How We Work With Organisations

We offer three distinct pathways, each designed for different stages of Al maturity:

Executive Activation: One-to-one coaching for senior leaders. Not generic Al training, but
personalised sessions addressing your specific challenges and opportunities. These often serve as

the catalyst for broader transformation.
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Team Transformation: Structured programmes that build practical capabilities across
departments. We focus on immediate application—participants leave with working solutions,

not just knowledge. From foundational skills to advanced workflow development.

Enterprise Evolution: Comprehensive transformation programmes for organisations ready to
fundamentally reimagine their operations. We embed Al into core processes, develop custom
digital tools, and establish sustainable capabilities. This isn't consultancy—it's partnership

through transformation.

What Makes Our Approach Different

We deliberately limit our partnerships. Whilst others chase scale, we focus on depth. Our

approach delivers results because:

e We understand both the technology and the human dynamics of change
e We've been immersed in practical Al application since day one
e We measure success by sustained capability, not initial excitement

e We treat Al as an amplifier of human judgment, never a replacement

Most importantly, we focus on making work not just quicker and better, but genuinely happier—

removing drudgery to enable more meaningful contributions.

Contact david@audiencestrategies.com

The future of work isn't about choosing between humans and Al It's about creating something
more powerful than either alone. If you're ready to build that future, we're ready to help you create

it.
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